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Notice

While reasonable efforts have been made to ensure that the
information in this document is complete and accurate at the time of
printing, Avaya assumes no liability for any errors. Avaya reserves
the right to make changes and corrections to the information in this
document without the obligation to notify any person or organization
of such changes.

Documentation disclaimer

“Documentation” means information published in varying mediums
which may include product information, operating instructions and
performance specifications that are generally made available to users
of products. Documentation does not include marketing materials.
Avaya shall not be responsible for any modifications, additions, or
deletions to the original published version of Documentation unless
such modifications, additions, or deletions were performed by or on
the express behalf of Avaya. End User agrees to indemnify and hold
harmless Avaya, Avaya's agents, servants and employees against all
claims, lawsuits, demands and judgments arising out of, or in
connection with, subsequent modifications, additions or deletions to
this documentation, to the extent made by End User.

Link disclaimer

Avaya is not responsible for the contents or reliability of any linked
websites referenced within this site or Documentation provided by
Avaya. Avaya is not responsible for the accuracy of any information,
statement or content provided on these sites and does not
necessarily endorse the products, services, or information described
or offered within them. Avaya does not guarantee that these links will
work all the time and has no control over the availability of the linked
pages.

Warranty

Avaya provides a limited warranty on Avaya hardware and software.
Refer to your sales agreement to establish the terms of the limited
warranty. In addition, Avaya’s standard warranty language, as well as
information regarding support for this product while under warranty is
available to Avaya customers and other parties through the Avaya
Support website: https://support.avaya.com/helpcenter/
getGenericDetails?detailld=C20091120112456651010 under the link
“Warranty & Product Lifecycle” or such successor site as designated
by Avaya. Please note that if You acquired the product(s) from an
authorized Avaya Channel Partner outside of the United States and
Canada, the warranty is provided to You by said Avaya Channel
Partner and not by Avaya.

“Hosted Service” means an Avaya hosted service subscription that
You acquire from either Avaya or an authorized Avaya Channel
Partner (as applicable) and which is described further in Hosted SAS
or other service description documentation regarding the applicable
hosted service. If You purchase a Hosted Service subscription, the
foregoing limited warranty may not apply but You may be entitled to
support services in connection with the Hosted Service as described
further in your service description documents for the applicable
Hosted Service. Contact Avaya or Avaya Channel Partner (as
applicable) for more information.

Hosted Service

THE FOLLOWING APPLIES ONLY IF YOU PURCHASE AN AVAYA
HOSTED SERVICE SUBSCRIPTION FROM AVAYA OR AN AVAYA
CHANNEL PARTNER (AS APPLICABLE), THE TERMS OF USE
FOR HOSTED SERVICES ARE AVAILABLE ON THE AVAYA
WEBSITE, HTTPS://SUPPORT.AVAYA.COM/LICENSEINFO UNDER
THE LINK “Avaya Terms of Use for Hosted Services” OR SUCH
SUCCESSOR SITE AS DESIGNATED BY AVAYA, AND ARE
APPLICABLE TO ANYONE WHO ACCESSES OR USES THE
HOSTED SERVICE. BY ACCESSING OR USING THE HOSTED
SERVICE, OR AUTHORIZING OTHERS TO DO SO, YOU, ON
BEHALF OF YOURSELF AND THE ENTITY FOR WHOM YOU ARE
DOING SO (HEREINAFTER REFERRED TO INTERCHANGEABLY
AS “YOU” AND “END USER”), AGREE TO THE TERMS OF USE. IF
YOU ARE ACCEPTING THE TERMS OF USE ON BEHALF A
COMPANY OR OTHER LEGAL ENTITY, YOU REPRESENT THAT
YOU HAVE THE AUTHORITY TO BIND SUCH ENTITY TO THESE
TERMS OF USE. IF YOU DO NOT HAVE SUCH AUTHORITY, OR IF

YOU DO NOT WISH TO ACCEPT THESE TERMS OF USE, YOU
MUST NOT ACCESS OR USE THE HOSTED SERVICE OR
AUTHORIZE ANYONE TO ACCESS OR USE THE HOSTED
SERVICE.

Licenses

THE SOFTWARE LICENSE TERMS AVAILABLE ON THE AVAYA
WEBSITE, HTTPS://SUPPORT.AVAYA.COM/LICENSEINFO,
UNDER THE LINK “AVAYA SOFTWARE LICENSE TERMS (Avaya
Products)” OR SUCH SUCCESSOR SITE AS DESIGNATED BY
AVAYA, ARE APPLICABLE TO ANYONE WHO DOWNLOADS,
USES AND/OR INSTALLS AVAYA SOFTWARE, PURCHASED
FROM AVAYA INC., ANY AVAYA AFFILIATE, OR AN AVAYA
CHANNEL PARTNER (AS APPLICABLE) UNDER A COMMERCIAL
AGREEMENT WITH AVAYA OR AN AVAYA CHANNEL PARTNER.
UNLESS OTHERWISE AGREED TO BY AVAYA IN WRITING,
AVAYA DOES NOT EXTEND THIS LICENSE IF THE SOFTWARE
WAS OBTAINED FROM ANYONE OTHER THAN AVAYA, AN AVAYA
AFFILIATE OR AN AVAYA CHANNEL PARTNER; AVAYA
RESERVES THE RIGHT TO TAKE LEGAL ACTION AGAINST YOU
AND ANYONE ELSE USING OR SELLING THE SOFTWARE
WITHOUT A LICENSE. BY INSTALLING, DOWNLOADING OR
USING THE SOFTWARE, OR AUTHORIZING OTHERS TO DO SO,
YOU, ON BEHALF OF YOURSELF AND THE ENTITY FOR WHOM
YOU ARE INSTALLING, DOWNLOADING OR USING THE
SOFTWARE (HEREINAFTER REFERRED TO
INTERCHANGEABLY AS “YOU” AND “END USER”), AGREE TO
THESE TERMS AND CONDITIONS AND CREATE A BINDING
CONTRACT BETWEEN YOU AND AVAYA INC. OR THE
APPLICABLE AVAYA AFFILIATE (“AVAYA”).

Avaya grants You a license within the scope of the license types
described below, with the exception of Heritage Nortel Software, for
which the scope of the license is detailed below. Where the order
documentation does not expressly identify a license type, the
applicable license will be a Designated System License as set forth
below in the Designated System(s) License (DS) section as
applicable. The applicable number of licenses and units of capacity
for which the license is granted will be one (1), unless a different
number of licenses or units of capacity is specified in the
documentation or other materials available to You. “Software” means
computer programs in object code, provided by Avaya or an Avaya
Channel Partner, whether as stand-alone products, pre-installed on
hardware products, and any upgrades, updates, patches, bug fixes,
or modified versions thereto. “Designated Processor” means a single
stand-alone computing device. “Server” means a set of Designated
Processors that hosts (physically or virtually) a software application
to be accessed by multiple users. “Instance” means a single copy of
the Software executing at a particular time: (i) on one physical
machine; or (ii) on one deployed software virtual machine (“VM”) or
similar deployment.

License type(s)

Concurrent User License (CU). End User may install and use the
Software on multiple Designated Processors or one or more Servers,
so long as only the licensed number of Units are accessing and using
the Software at any given time. A “Unit” means the unit on which
Avaya, at its sole discretion, bases the pricing of its licenses and can
be, without limitation, an agent, port or user, an e-mail or voice mail
account in the name of a person or corporate function (e.g.,
webmaster or helpdesk), or a directory entry in the administrative
database utilized by the Software that permits one user to interface
with the Software. Units may be linked to a specific, identified Server
or an Instance of the Software.

Heritage Nortel Software

“Heritage Nortel Software” means the software that was acquired by
Avaya as part of its purchase of the Nortel Enterprise Solutions
Business in December 2009. The Heritage Nortel Software is the
software contained within the list of Heritage Nortel Products located
at https://support.avaya.com/Licenselnfo under the link “Heritage
Nortel Products” or such successor site as designated by Avaya. For
Heritage Nortel Software, Avaya grants Customer a license to use
Heritage Nortel Software provided hereunder solely to the extent of
the authorized activation or authorized usage level, solely for the
purpose specified in the Documentation, and solely as embedded in,
for execution on, or for communication with Avaya equipment.
Charges for Heritage Nortel Software may be based on extent of
activation or use authorized as specified in an order or invoice.
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Copyright

Except where expressly stated otherwise, no use should be made of
materials on this site, the Documentation, Software, Hosted Service,
or hardware provided by Avaya. All content on this site, the
documentation, Hosted Service, and the product provided by Avaya
including the selection, arrangement and design of the content is
owned either by Avaya or its licensors and is protected by copyright
and other intellectual property laws including the sui generis rights
relating to the protection of databases. You may not modify, copy,
reproduce, republish, upload, post, transmit or distribute in any way
any content, in whole or in part, including any code and software
unless expressly authorized by Avaya. Unauthorized reproduction,
transmission, dissemination, storage, and or use without the express
written consent of Avaya can be a criminal, as well as a civil offense
under the applicable law.

Virtualization

The following applies if the product is deployed on a virtual machine.
Each product has its own ordering code and license types. Note,
unless otherwise stated, that each Instance of a product must be
separately licensed and ordered. For example, if the end user
customer or Avaya Channel Partner would like to install two
Instances of the same type of products, then two products of that
type must be ordered.

Third Party Components

“Third Party Components” mean certain software programs or
portions thereof included in the Software or Hosted Service may
contain software (including open source software) distributed under
third party agreements (“Third Party Components”), which contain
terms regarding the rights to use certain portions of the Software
(“Third Party Terms”). As required, information regarding distributed
Linux OS source code (for those products that have distributed Linux
OS source code) and identifying the copyright holders of the Third
Party Components and the Third Party Terms that apply is available
in the products, Documentation or on Avaya’s website at: https://
support.avaya.com/Copyright or such successor site as designated
by Avaya. The open source software license terms provided as Third
Party Terms are consistent with the license rights granted in these
Software License Terms, and may contain additional rights benefiting
You, such as modification and distribution of the open source
software. The Third Party Terms shall take precedence over these
Software License Terms, solely with respect to the applicable Third
Party Components to the extent that these Software License Terms
impose greater restrictions on You than the applicable Third Party
Terms.

The following applies only if the H.264 (AVC) codec is distributed with
the product. THIS PRODUCT IS LICENSED UNDER THE AVC
PATENT PORTFOLIO LICENSE FOR THE PERSONAL USE OF A
CONSUMER OR OTHER USES IN WHICH IT DOES NOT RECEIVE
REMUNERATION TO (i) ENCODE VIDEO IN COMPLIANCE WITH
THE AVC STANDARD (“AVC VIDEQO”) AND/OR (ii) DECODE AVC
VIDEO THAT WAS ENCODED BY A CONSUMER ENGAGED IN A
PERSONAL ACTIVITY AND/OR WAS OBTAINED FROM A VIDEO
PROVIDER LICENSED TO PROVIDE AVC VIDEO. NO LICENSE IS
GRANTED OR SHALL BE IMPLIED FOR ANY OTHER USE.
ADDITIONAL INFORMATION MAY BE OBTAINED FROM MPEG LA,
L.L.C. SEE HTTP:/WWW.MPEGLA.COM.

Service Provider

THE FOLLOWING APPLIES TO AVAYA CHANNEL PARTNER’S
HOSTING OF AVAYA PRODUCTS OR SERVICES. THE PRODUCT
OR HOSTED SERVICE MAY USE THIRD PARTY COMPONENTS
SUBJECT TO THIRD PARTY TERMS AND REQUIRE A SERVICE
PROVIDER TO BE INDEPENDENTLY LICENSED DIRECTLY FROM
THE THIRD PARTY SUPPLIER. AN AVAYA CHANNEL PARTNER’S
HOSTING OF AVAYA PRODUCTS MUST BE AUTHORIZED IN
WRITING BY AVAYA AND IF THOSE HOSTED PRODUCTS USE
OR EMBED CERTAIN THIRD PARTY SOFTWARE, INCLUDING
BUT NOT LIMITED TO MICROSOFT SOFTWARE OR CODECS,
THE AVAYA CHANNEL PARTNER IS REQUIRED TO
INDEPENDENTLY OBTAIN ANY APPLICABLE LICENSE
AGREEMENTS, AT THE AVAYA CHANNEL PARTNER’S EXPENSE,
DIRECTLY FROM THE APPLICABLE THIRD PARTY SUPPLIER.

WITH RESPECT TO CODECS, IF THE AVAYA CHANNEL
PARTNER IS HOSTING ANY PRODUCTS THAT USE OR EMBED
THE G.729 CODEC, H.264 CODEC, OR H.265 CODEC, THE

AVAYA CHANNEL PARTNER ACKNOWLEDGES AND AGREES
THE AVAYA CHANNEL PARTNER IS RESPONSIBLE FOR ANY
AND ALL RELATED FEES AND/OR ROYALTIES. THE G.729
CODEC IS LICENSED BY SIPRO LAB TELECOM INC. SEE
WWW.SIPRO.COM/CONTACT.HTML. THE H.264 (AVC) CODEC IS
LICENSED UNDER THE AVC PATENT PORTFOLIO LICENSE FOR
THE PERSONAL USE OF A CONSUMER OR OTHER USES IN
WHICH IT DOES NOT RECEIVE REMUNERATION TO: (I) ENCODE
VIDEO IN COMPLIANCE WITH THE AVC STANDARD (“AVC
VIDEO”) AND/OR (Il) DECODE AVC VIDEO THAT WAS ENCODED
BY A CONSUMER ENGAGED IN A PERSONAL ACTIVITY AND/OR
WAS OBTAINED FROM A VIDEO PROVIDER LICENSED TO
PROVIDE AVC VIDEO. NO LICENSE IS GRANTED OR SHALL BE
IMPLIED FOR ANY OTHER USE. ADDITIONAL INFORMATION
FOR H.264 (AVC) AND H.265 (HEVC) CODECS MAY BE
OBTAINED FROM MPEG LA, L.L.C. SEE HTTP://
WWW.MPEGLA.COM.

Compliance with Laws

You acknowledge and agree that it is Your responsibility for
complying with any applicable laws and regulations, including, but not
limited to laws and regulations related to call recording, data privacy,
intellectual property, trade secret, fraud, and music performance
rights, in the country or territory where the Avaya product is used.

Preventing Toll Fraud

“Toll Fraud” is the unauthorized use of your telecommunications
system by an unauthorized party (for example, a person who is not a
corporate employee, agent, subcontractor, or is not working on your
company's behalf). Be aware that there can be a risk of Toll Fraud
associated with your system and that, if Toll Fraud occurs, it can
result in substantial additional charges for your telecommunications
services.

Avaya Toll Fraud intervention

If You suspect that You are being victimized by Toll Fraud and You
need technical assistance or support, call Technical Service Center
Toll Fraud Intervention Hotline at +1-800-643-2353 for the United
States and Canada. For additional support telephone numbers, see
the Avaya Support website: https://support.avaya.com or such
successor site as designated by Avaya.

Security Vulnerabilities

Information about Avaya’s security support policies can be found in
the Security Policies and Support section of https://
support.avaya.com/security.

Suspected Avaya product security vulnerabilities are handled per the
Avaya Product Security Support Flow (https:/
support.avaya.com/css/P8/documents/100161515).

Downloading Documentation

For the most current versions of Documentation, see the Avaya
Support website: https://support.avaya.com, or such successor site
as designated by Avaya.

Contact Avaya Support

See the Avaya Support website: https://support.avaya.com for
product or Hosted Service notices and articles, or to report a problem
with your Avaya product or Hosted Service. For a list of support
telephone numbers and contact addresses, go to the Avaya Support
website: https://support.avaya.com (or such successor site as
designated by Avaya), scroll to the bottom of the page, and select
Contact Avaya Support.

Trademarks

The trademarks, logos and service marks (“Marks”) displayed in this
site, the Documentation, Hosted Service(s), and product(s) provided
by Avaya are the registered or unregistered Marks of Avaya, its
affiliates, its licensors, its suppliers, or other third parties. Users are
not permitted to use such Marks without prior written consent from
Avaya or such third party which may own the Mark. Nothing
contained in this site, the Documentation, Hosted Service(s) and
product(s) should be construed as granting, by implication, estoppel,
or otherwise, any license or right in and to the Marks without the
express written permission of Avaya or the applicable third party.

Avaya is a registered trademark of Avaya Inc.
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Chapter 1: Introduction

This document describes Avaya Contact Center Select Business Continuity.

Purpose

This document contains high-level feature descriptions and provides details about the
characteristics, capabilities, capacities and feature interactions for each feature.

Intended audience

This document is intended for people who want a high-level understanding of the product features
and capabilities.

Related resources

The following are some additional Avaya Contact Center Select related resources.

Avaya Contact Center Select Documentation

The following table lists the documents related to Avaya Contact Center Select. Download the
documents from the Avaya Support website at http://support.avaya.com.

Title | Use this document to: Audience

Overview

Avaya Contact Center Select This document provides a technical Customers and sales,

Solution Description description of Avaya Contact Center Select. | services, and support
It describes the product features, personnel
specifications, licensing, and

Table continues...
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Introduction

Title

Use this document to:

Audience

interoperability with other supported
products.

Avaya Contact Center Select
Documentation Catalog

This document describes available Avaya
Contact Center Select documentation
resources and indicates the type of
information in each document.

Customers and sales,
services, and support
personnel

Contact Center Performance
Management Data Dictionary

This document contains reference tables
that describe the statistics and data in the
historical and real-time reports generated in
Contact Center.

System
administrators and
contact center
supervisors

Implementing

Deploying Avaya Contact Center
Select DVD

This document contains information about
Avaya Contact Center Select DVD
installation, initial configuration, and
verification. This document contains
information about maintaining and
troubleshooting the Avaya Contact Center
Select server.

Implementation
personnel

Deploying Avaya Contact Center
Select Software Appliance

This document contains information about
Avaya Contact Center Select Software
Appliance (VMware) preparation,
deployment, initial configuration, and
verification. This document contains
information about maintaining and
troubleshooting the software appliance.

Implementation
personnel

Deploying Avaya Contact Center
Select Hardware Appliance

This document contains information about
Avaya Contact Center Select Hardware
Appliance (physical server) installation,
initial configuration, and verification. This
document contains information about
maintaining and troubleshooting the
hardware appliance.

Implementation
personnel

Avaya Contact Center Select
Business Continuity

This document contains information about
deploying Avaya Contact Center Select
Business Continuity.

Implementation
personnel

Upgrading and patching Avaya
Contact Center Select

This document contains information about
upgrading and patching Avaya Contact
Center Select.

Implementation
personnel and
system
administrators

Administering

Administering Avaya Contact Center

This document contains information and

System

Select procedures to configure the users, skillsets, | administrators and
and contact center configuration data. This | contact center
document contains information about supervisors

Table continues...
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Related resources

Advanced Administration

Title Use this document to: Audience
creating Avaya Contact Center Select real-
time and historical reports.

Avaya Contact Center Select This document contains information about | System

managing the Avaya Contact Center Select
server, licensing, and multimedia
configuration.

administrators

Using Contact Center Orchestration

This document contains information and

System

Designer procedures to configure script and flow administrators
applications in Contact Center
Orchestration Designer.

Maintaining

Contact Center Event Codes

This document contains a list of errors in
the Contact Center suite and
recommendations to resolve them.

This document is a Microsoft Excel
spreadsheet.

System
administrators and
support personnel

Using

Using Agent Desktop for Avaya
Contact Center Select

This document provides information and
procedures for agents who use the Agent
Desktop application to accept, manage,
and close contacts of all media types in
Contact Center.

Contact center
agents and
supervisors

Using the Contact Center Agent
Browser application

This document provides information and
procedures for agents who use the Agent
Browser application to log on to Contact
Center and perform basic tasks.

Contact center
agents

Finding documents on the Avaya Support website

Procedure

1. Navigate to http://support.avaya.com/.

. At the top of the screen, type your username and password and click Login.

2
3. Click Support by Product > Documents.
4

. In Enter your Product Here, type the product name and then select the product from the

list.

5. In Choose Release, select an appropriate release number.

6. In the Content Type filter, click a document type, or click Select All to see a list of all

available documents.

For example, for user guides, click User Guides in the Content Type filter. The list
displays the documents only from the selected category.

7. Click Enter.
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Introduction

Viewing Avaya Mentor videos

Avaya Mentor videos provide technical content on how to install, configure, and troubleshoot
Avaya products.

About this task

Videos are available on the Avaya Support website, listed under the video document type, and on
the Avaya-run channel on YouTube.

Procedure

* To find videos on the Avaya Support website, go to http://support.avaya.com and perform one
of the following actions:

- In Search, type Avaya Mentor Videos to see a list of the available videos.

- In Search, type the product name. On the Search Results page, select Video in the
Content Type column on the left.

* To find the Avaya Mentor videos on YouTube, go to www.youtube.com/AvayaMentor and
perform one of the following actions:

- Enter a key word or key words in the Search Channel to search for a specific product or
topic.

- Scroll down Playlists, and click the name of a topic to see the available list of videos
posted on the website.

© Note:

Videos are not available for all products.

Support

Go to the Avaya Support website at http://support.avaya.com for the most up-to-date
documentation, product notices, and knowledge articles. You can also search for release notes,
downloads, and resolutions to issues. Use the online service request system to create a service
request. Chat with live agents to get answers to questions, or request an agent to connect you to a
support team if an issue requires additional expertise.
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Chapter 2: Changes in this release

The following sections describe the new features and changes in this release.

Features

New features in the Release 7.0 base build
See the following sections for information about new features in the Release 7.0 base build:
» Avaya Contact Center Select supports Microsoft Windows Server 2012 R2 on page 13

» Contact Center Manager Administration support for Caché database on page 13

Avaya Contact Center Select supports Microsoft Windows Server
2012 R2

Avaya Contact Center Select Release 7.0 is supported on the Microsoft Windows Server 2012 R2
operating system. Avaya Contact Center Select Release 7.0 is not supported on Microsoft
Windows Server 2008 R2. Customers upgrading to Avaya Contact Center Select Release 7.0
must migrate to a new Microsoft Windows Server 2012 R2 server.

Contact Center Manager Administration support for Caché
database

In Contact Center Release 7.0, Contact Center Manager Administration (CCMA) stores
information in a Caché database. Contact Center Release 7.0 stores agent, user, statistical,
scheduling, and reporting information in Caché databases. This simplifies Contact Center data
management, migration, and maintenance. This also simplifies the resiliency configuration
processes.

In Contact Center Release 7.0, Contact Center Manager Administration (CCMA) does not store
information using Active Directory Lightweight Directory Services (AD-LDS) or Microsoft Access
databases.
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Changes in this release

Other changes

Other changes in the Release 7.0 base build

See the following sections for information about changes that are not feature-related in the
Release 7.0 base build:

» Avaya Media Server changes on page 14

» Windows Server 2008 is no longer supported on page 15

Other changes in Release 7.0 Feature Pack 3

See the following sections for information about changes that are not feature-related in Release
7.0 Feature Pack 3:

» Avaya Aura Media Server update on page 14

Avaya Aura® Media Server update
Contact Center Release 7.0 Feature Pack 3 supports Avaya Aura® Media Server Release 7.8.

From Contact Center Release 7.0 Feature Pack 3, installing the Windows version of Avaya Aura®
Media Server co-resident with a Voice and Multimedia Contact Server is no longer supported.
When you deploy a Voice and Multimedia Contact Server with Avaya Aura® Media Server, Contact
Center installs the Linux version of Avaya Aura® Media Server on a Hyper-V instance on your
Voice and Multimedia Contact Server.

This process is fully automated by the Contact Center software installer for fresh installs, and by
the Contact Center Release Pack Installer (RPI) for upgrades. In both cases, you can use the
Update Configurator utility to update Avaya Aura® Media Server to the latest supported version
and apply all necessary configuration. After a reboot following an install or upgrade, the Update
Configurator utility launches.

Avaya Media Server changes

Avaya Media Server is now called Avaya Aura® Media Server. Avaya Contact Center Select
Release 7.0 supports only Avaya Aura® Media Server Release 7.7.

Avaya Contact Center Select Release 7.0 no longer requires or uses the Contact Center Services
For Avaya Media Server (CCSA) component. Avaya Contact Center Select Release 7.0 integrates
directly with Avaya Aura® Media Server Release 7.7 using Media Server Markup Language
(MSML) based communication.

Avaya Contact Center Select and Avaya Aura® Media Server use the MSML language to control
how Route Point calls are anchored and treated. Avaya Contact Center Select also uses MSML to
control Route Point call features such as Barge-in, Observe, Zip Tone, and Whisper Skillset
announcements.
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Other changes

In Contact Center Manager Administration (CCMA) Media Services and Routes configuration,
Avaya Aura® Media Server Release 7.7 instances now provide a new MSML-based service type
named ACC_APP_ID. This new ACC_APP_ID service type replaces the CONF service type
provided by Avaya Media Server Release 7.6.

The following features, previously configured in Avaya Media Server Element Manager, are now
configured in Contact Center Manager Administration (CCMA).

» Barge-in tone
» Observation tone
 Call Force Answer Zip tone
» Custom Zip tones
» Whisper Skillset announcement
Enable or disable Barge-in and Observation tones in CCMA Global Settings.
Upload the tone and announcement WAV files in CCMA Prompt Management.
Configure Call Force Answer Zip Tone and Whisper Skillset in CCMA Call Presentation Classes.
Avaya Aura® Media Server supports only the following deployment options:
» Co-resident with Avaya Contact Center Select on a Windows Server 2012 R2 server
» Standalone on a Red Hat Enterprise Linux 6.x 64—bit server

Avaya Aura® Media Server is also available as an Open Virtual Appliance (OVA) package. You
can use this OVA file to create an Avaya Aura® Media Server virtual appliance on a VMware host.

Windows Server 2008 is no longer supported

Avaya Contact Center Select Release 7.0 is supported only on Microsoft Windows Server 2012
R2. Avaya Contact Center Select Release 7.0 is not supported on Microsoft Windows Server 2008
R2. Customers upgrading to Avaya Contact Center Select Release 7.0, must migrate to a new
Microsoft Windows Server 2012 R2 server.
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Chapter 3: Overview

Avaya Contact Center Select (ACCS) supports contact center Business Continuity when using an IP
Office Server Edition system.

IP Office Server Edition (SE) solutions support voice platform resilience when an IP Office
Secondary Server is added to the solution.

Avaya Contact Center Select Release 7.0 and IP Office Server Edition support the following

deployment options.

Number of Avaya
Contact Center
Select servers

Number of IP
Office Server
Edition servers

Business Continuity

1

1 (One Primary
Server)

A single ACCS server connected to a single IP Office SE voice
platform.

This deployment does not provide ACCS Business Continuity
or IP Office resiliency.

2 (One Primary
Server and one
Secondary Server)

A single ACCS server connected to a resilient IP Office SE
voice platform.

This deployment provides resiliency only for the IP Office voice
platform. ACCS does not provide application or server
resiliency in this deployment.

2 1 (One Primary A pair of Business Continuity-enabled ACCS servers connected
Server) to single IP Office SE voice platform.
This deployment provides application and server resiliency only
for the ACCS servers. The IP Office voice platform is not
resilient in this deployment.
2 2 (One Primary A pair of Business Continuity-enabled ACCS servers connected

Server and one
Secondary Server)

to a resilient IP Office SE voice platform.

This deployment provides Business Continuity resiliency for
ACCS and system resiliency for the IP Office voice platform.

Avaya Contact Center Select supports the following types of Business Continuity:

» Campus Business Continuity. In a campus Business Continuity environment the active and
standby ACCS servers are in the same location and network subnet. The active and standby
servers have different static IP addresses, but share a common virtual Managed IP address.
The active server attaches the Managed IP address to its network interface. The active server
processes customer contacts. All contact center applications and clients connect to the active
server using the Managed |IP address. If the active server fails, the standby server starts up
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and becomes the active server. The standby server assumes this same Managed IP address
and automatically takes over call processing. In a campus environment, a switchover from the
active to the standby server using the Managed IP address appears as a server restart to client
applications such as Agent Desktop.

* Geographic Business Continuity. In a geographic Business Continuity environment the
active and standby ACCS servers are in different network subnets and/or campus locations.
The active server processes customer contacts. In a geographic solution, the standby server is
called a Remote Geographic Node. All contact center clients connect to the active server. If the
active server fails, you must manually start the Remote Geographic Node and redirect client
applications such as Agent Desktop to use the Remote Geographic Node server. Geographic
Business Continuity solutions do not use a Managed IP address.

The following Avaya Contact Center Select deployment types offer support for Avaya Contact
Center Select Business Continuity:

» Avaya Contact Center Select DVD; The Avaya Contact Center Select DVD contains the
application software. The Avaya Contact Center Select DVD deployment option supports
Platform Vendor Independence (PVI). The customer supplies the Microsoft Windows 2012 R2
operating system license and server hardware that meets one of the Avaya Contact Center
Select PVI server specifications.

» Avaya Contact Center Select software appliance; The Avaya Contact Center Select
software appliance is a set of VMware virtual machines; an Avaya Contact Center Select virtual
machine, an Avaya Aura® Media Server Open Virtual Appliance (OVA), and a WebLM OVA.
The customer supplies the VMware resources and operating system licenses for the VMware
virtual machines. To support Business Continuity, your virtualized solution needs two Avaya
Contact Center Select virtual machines, two Avaya Aura® Media Server virtual machines, and
two WebLM virtual machines.

» Avaya Contact Center Select hardware appliance; The Avaya Contact Center Select
hardware appliance is a physical server with the application software already loaded and
partially preconfigured. Avaya supplies the server hardware and a license for the Microsoft
Windows 2012 R2 operating system.

ACCS Business Continuity does not support ACCS and IP Office virtualized on the same VMware
host server. To implement a virtualized ACCS Business Continuity solution:

+ ACCS and IP Office must be virtualized on two separate VMware host servers.
* The active and standby ACCS must be virtualized on two separate VMware host servers.

» The active and Remote Geographic Node (RGN) ACCS must be virtualized on two separate
VMware host servers.

« If using IP Office Resilience, the IP Office Primary Server and |IP Office Secondary Server must
be virtualized on two separate VMware host servers.

ACCS and IP Office are not supported on a single VMware host server.

Avaya Contact Center Select Business Continuity is supported only with an IP Office Server Edition
voice platform.

Avaya Contact Center Select Business Continuity is not supported with an IP Office 500V2 voice
platform.
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Overview

© Note:

Avaya Contact Center Select does not support changing the server name or IP address of
Avaya Contact Center Select servers configured for Business Continuity. Configure the final
production name and IP address of the Avaya Contact Center Select servers before configuring
Business Continuity.

Campus Business Continuity

Avaya Contact Center Select (ACCS) supports an Active/Standby campus Business Continuity
model. The ACCS active server processes customer contacts. The ACCS standby server
automatically takes over if the active server fails or is shut down for maintenance. In a campus
ACCS Business Continuity environment the standby and active servers must be in the same
campus location, Windows domain, and LAN network subnet.

The standby server is constantly retrieving logical records of database updates from the active
server so that the standby server always has a near real-time copy of the active database. This
process is called database shadowing, the standby server is shadowing the active server's
database. The standby server is configured with the most recent data and it can automatically take
over from the active ACCS server if necessary.

When the standby ACCS starts up, it attempts to connect to the IP Office Primary Server. If the
standby ACCS cannot connect to the IP Office Primary Server, it then attempts to connect to the
IP Office Secondary Server.

Avaya Contact Center Select provides unified administration for contact center agents and IP
Office users. The users (agents and supervisors) that you configure in ACCS are automatically
mirrored to the connected IP Office. When the standby ACCS is active and connected to the IP
Office Primary Server, the standby ACCS supports user data synchronization with the IP Office
Primary Server.

To support Business Continuity resiliency, the Avaya Contact Center Select agents must each
have an associated Windows domain user account in the same Windows domain as the active
and standby servers. Avaya Contact Center Select agents are also supported in domains with a
two-way trust relationship with the Avaya Contact Center Select servers’ domain.

The following error conditions trigger an ACCS Campus Business Continuity automatic
switchover:

« ACCS server hardware failure
* Prolonged network outage
* An ACCS database error

» Contact Center Manager Server (CCMS) or Communication Control Toolkit (CCT) critical
service failure

+ Avaya Aura® Media Server unavailable
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Campus Business Continuity

The standby ACCS must match the active ACCS:

* If the active ACCS server is a Hardware Appliance, the standby ACCS server must also be a
Hardware Appliance.

* If the active ACCS is a Software Appliance, the standby ACCS must also be a Software
Appliance.

* If the active ACCS is a single-server DVD deployment, the standby ACCS must also be a
single-server DVD deployment. The standby server must have the exact same hard disk
partitions, the same amount of memory and the same CPU type. The standby server must
have the Contact Center software installed on the same partitions as the active server.

» The active and standby servers must have the same ACCS patch level and the same
operating system updates.
Avaya Contact Center Select supports the following campus deployment options.
» ACCS and non-resilient IP Office on page 19
» ACCS with IP Office resilience on page 20
» ACCS Business Continuity with non-resilient IP Office on page 20

» ACCS Business Continuity with IP Office resilience on page 21

ACCS and non-resilient IP Office

Avaya Contact Center Select continues to support non-Business Continuity solutions. In this
solution, one ACCS connects to one IP Office server.

ACCS

(1]

Customers

IP Office Primary — —

Figure 1: A diagram depicting a non-Business Continuity solution in which one Avaya Contact
Center Select connects to one IP Office server

This campus solution type does not provide ACCS Business Continuity or IP Office resiliency, it is
listed here for reference and comparison.
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Overview

ACCS with IP Office resilience

In this solution, one Avaya Contact Center Select connects to an IP Office resilient system.

ACCS

Customers

IP Office P IP Office S — —

Figure 2: A diagram depicting one Avaya Contact Center Select connecting to an IP Office resilient
system

This solution type provides resiliency only for the IP Office voice platform. ACCS does not provide
application or server resiliency in this solution

« If the IP Office Primary Server fails, depending on your IP Office implementation, it can take a

few minutes for the IP Office Secondary Server to start processing calls. If the IP Office
Primary Server fails, ACCS connects to the IP Office Secondary Server.

ACCS Business Continuity with non-resilient IP Office

In this solution, two Business Continuity-enabled Avaya Contact Center Select servers connect to
one IP Office server.

ACCS- A ACCS-5

Customers

IP Office Primary —

Figure 3: A diagram depicting two Business Continuity-enabled Avaya Contact Center Select server
connecting to an IP Office server
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Campus Business Continuity

This solution type provides Business Continuity resiliency only for ACCS. The IP Office voice
platform is not resilient in this solution.

* If the ACCS active server fails, the ACCS standby server automatically takes over and
connects to the IP Office voice platform. ACCS client applications such as Agent Desktop
automatically reconnect to the standby server.

ACCS Business Continuity with IP Office resilience

In this solution, two Business Continuity-enabled ACCS servers connect to an IP Office resilient

system.
ACCS- A ACCS-5
Customers Agents
= IP Office P P Offices | |—

Figure 4: A diagram depicting two Business Continuity-enabled Avaya Contact Center Select
connecting to an IP Office resilient system

This solution type provides Business Continuity resiliency for ACCS and system resiliency for the
IP Office voice platform.

* If the ACCS active server fails, the ACCS standby server automatically takes over and
attempts to connect to the IP Office Primary Server. If the standby ACCS cannot connect to
the IP Office Primary Server, it then attempts to connect to the IP Office Secondary Server.
ACCS client applications such as Agent Desktop automatically reconnect to the ACCS
standby server.

« If the IP Office Primary Server fails, depending on your IP Office implementation, it can take a
few minutes for the IP Office Secondary Server to start processing calls. If the IP Office
Primary Server fails, ACCS connects to the IP Office Secondary Server.

Managed IP address

Contact Center supports the Active/Standby Business Continuity model. The active server
processes contacts. The standby server takes over if the active server fails or is shut down for
maintenance.
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Overview

A Managed IP address is a virtual IP address that is attached to a Network Interface Controller
(NIC) on the active server.

Each Avaya Contact Center Select server is assigned a static IP address. After the active server
in each replication pair is determined, the active server attaches the Managed IP address to its
network interface. The Managed IP address is assigned only to the active server. All other contact
center applications and clients connect to that active application using the Managed IP address.
The standby server assumes this same Managed IP address, if it takes over processing and
becomes the active application. The active server stops hosting the Managed IP when it stops
being the active server. When the standby server starts-up to take over call processing, it attaches
the Managed IP address to its network interface.

The Managed IP address of the Business Continuity pair, the IP address of the active server, and
the IP address of the standby server must all be in the same network subnet IP address range.
For example, if the active server IP address is 172.1.1.X and the standby server IP address is
172.1.1.Y, then the Managed IP address for the Business Continuity pair must be 172.1.1.Z. The
network subnet IP address range is controlled by the subnet mask.

Managed name

A Managed name can also be configured that maps to the Managed IP address. This Managed
name can be configured on a Domain Name System (DNS) or in the hosts file on the servers that
are connecting to the Business Continuity servers.

You use the Managed IP address or Managed name when configuring remote IP addresses or
server names, do not use the physical name or IP address.

Campus switchover

In a campus environment, a switchover from the active to the standby server using the Managed
IP address appears as a server restart to external applications.

You can invoke a switchover manually, or have the switchover triggered automatically when
communication is lost or if a service fails. For a switchover to occur, the standby server must
shadow the active server and switchover must be enabled on both servers.

The main advantages of Campus Business Continuity are:
» Automatic switchover
* Faster switchover time compared with Geographic Business Continuity
* Minimal switchover steps
» Third-party applications connect to the Managed IP address

Campus Business Continuity caters for Contact Center application or server failures and offers
resiliency for local network failures.

Email switchover notification

You can enable automatic email switchover notifications, to alert the Contact Center administrator.
When enabled, the specified email address receives an automatic email which provides
switchover information to the recipient. This switchover information includes:

» Switchover description — the switchover is manual, is automatic due to a critical service
failure, or automatic due to network communication failure.

July 2018 Avaya Contact Center Select Business Continuity 22

Comments on this document? infodev@avaya.com



mailto:infodev@avaya.com?subject=Avaya Contact Center Select Business Continuity

Campus Business Continuity

* Depending on the type of switchover, additional information is provided in the email. In the
case of automatic switchovers due to critical service or network failures, information such as
event IDs and switchover times are included in the email.

* In the case of automatic switchovers due to service or network failures, the administrator
receives two email messages. The first email informs the administrator that a switchover is
imminent, and the second email arrives after successful completion of the switchover.

Campus network configuration

You can use Managed IP addresses for campus redundancy. With a Managed IP address, both
the active and standby servers have the same IP address.

To eliminate network points of failure in the Contact Center solution, you must use Link
Aggregation Control Protocol (LACP), NIC Teaming and Virtual Router Redundancy Protocol
(VRRP).

Link Aggregation Control Protocol:

Link Aggregation Control Protocol (LACP) provides a method to control the bundling of several
physical ports together to form a single logical channel. LACP allows a network device to
negotiate an automatic bundling of links by sending LACP packets to the peer (directly connected
device that also implements LACP).

NIC teaming:

NIC teaming is the process of grouping together several physical NICs into one single logical NIC,
which can be used for network fault tolerance and transmit load balance. The process of grouping
NICs is called teaming. By teaming more than one physical NIC to a logical NIC, resiliency is
maximized. Even if one NIC fails, the network connection does not cease and continues to
operate on other NICs.

Virtual Router Redundancy Protocol (VRRP):

Virtual Router Redundancy Protocol (VRRP) is a redundancy protocol designed to increase the
availability of the default gateway servicing hosts on the same subnet. Two or more physical
routers, such as Avaya ERS 5520, can be configured to stand for a virtual router. If one physical
router fails, another physical router automatically replaces it.

Campus Business Continuity supports LAN environments where the round trip delay is less than
80ms, with less than 0.5% packet loss.

Switchover

In a Business Continuity campus solution, a monitored CCMS or CCT service failure, Avaya Aura®
Media Server service failure, hardware, network, or database failure can initiate a switchover but
only in the following situations:

* The active server is in a running state.
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» The Contact Center services on the standby server are stopped.

» The active server is running. All the critical CCMS and CCT services are monitored and
running.

* The active server has Switchover enabled.
» The shadowing latency is less than the latency threshold.
» A database restore is not running on the standby server.

* The active server database and standby server database are synchronized. The standby
server database is shadowing the active server database.

» The standby server can communicate with (ping) the Trusted IP address.

If the Contact Center Administrator uses the Windows Service Control Manager (SCM) to stop a
monitored service on an active server, a switchover occurs. If the Contact Center Administrator
uses System Control and Monitor Utility (SCMU) to stop a monitored service on an active server, a
switchover does not occur.

The Shadowing Latency threshold is used to validate how much time the standby server needs to
catch up with the active server shadowed database contents. The default value of the Shadowing
Latency threshold is 120 seconds. You can review the Shadow Latency information on the
Business Continuity utility - System panel. The Shadow Latency must be greater than or equal to
zero, but less than the latency threshold. The latency threshold is calculated as 120 seconds plus
the Switchover timeout value as configured on the Server Mode panel of the Business Continuity
utility.

To reinstate Business Continuity resiliency after a switchover, it is sometimes necessary to restore
a database backup onto the new (post-switchover) standby server. The following table shows
when a database restore is required to reinstate Business Continuity resiliency after a switchover:

Cause of switchover Database restore required
Active server critical service outage No

Manual switchover No

Active server CLAN (contact center subnet) network outage Yes

Complete network outage Yes

Active server crash Yes

Active server reboot Yes

After a switchover, you can review the System Control panel of the Business Continuity utility on
the (post-switchover) standby server to confirm if a database restore is necessary. In the Business
Continuity utility — System Control panel, in the Information box, look for a notice about restoring
the database(s).

Agent experience during a campus switchover

In a Campus Business Continuity solution, Agent Desktop clients are registered with the Managed
IP address of the Business Continuity server pair.
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In the event of a switchover, once the standby server has transitioned to the active mode and
taken over the Managed IP, Agent Desktop clients automatically reconnect to the newly active
server. Agents must log back in using Agent Desktop.

Customer calls in progress, answered customer calls, and customer calls that are queuing are lost
during the switchover. During a switchover, all logged on agents are logged out. After a
switchover, agents must log back in using Agent Desktop. An active personal call with an agent
survives the switchover. Alerting personal calls on the agent are dropped during the switchover.

All active multimedia contacts remain in the active state on the answering Agent Desktop. Alerting
multimedia contacts on Agent Desktop are removed from Agent Desktop and are reinserted to the
Contact Center queue.

Administrator experience during a campus switchover

In a campus Business Continuity solution, the Contact Center Administrator launches Contact
Center Manager Administration using the managed name of the server.

If the active Contact Center server fails, the Contact Center Manager Administration client Web
browser continues to use the managed name and the Contact Center Administrator continues
working by refreshing the Web browser.

© Note:

When a switchover occurs, the Contact Center services stop on the active server. As a result,
the historical data being collected on the disk for the 15 minute interval is not saved into the
historical statistics tables. It is not possible to recover this data.

Geographic Business Continuity

Avaya Contact Center Select (ACCS) supports Geographic Business Continuity for data resiliency
and disaster recovery.

In a Geographic Business Continuity solution, the two ACCS servers are in different network
subnets. The two ACCS servers can be in different campus locations separated by a Wide Area
Network (WAN). Both ACCS servers must be in the same Windows domain.

One of the ACCS servers, called the active server, processes customer contacts. The other ACCS
server, called the Remote Geographic Node (RGN), shadows the active server. The RGN server
shadows the active server, maintaining a near real-time local copy of the configuration and
statistical databases. Therefore, the RGN server is configured with the most recent data and it can
take over from the active server if necessary.

If the active ACCS fails, you must manually start up the RGN server and redirect ACCS agents,
supervisors, and administrators to use the RGN. When the RGN server starts up, it attempts to
connect to the IP Office Primary Server. If the RGN cannot connect to the IP Office Primary
Server, it then attempts to connect to the IP Office Secondary Server. When the RGN is active and
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controlling the IP Office system, ACCS agents using Agent Desktop client software must manually
redirect Agent Desktop to use the Avaya Contact Center Select RGN.

To support Business Continuity resiliency, the Avaya Contact Center Select agents must each
have an associated Windows domain user account in the same Windows domain as the active
and RGN servers. Avaya Contact Center Select agents are also supported in domains with a two-
way trust relationship with the Avaya Contact Center Select server domains.

The RGN ACCS must match the active ACCS:

* If the active ACCS server is a Hardware Appliance, the RGN ACCS server must also be a
Hardware Appliance.

* If the active ACCS is a Software Appliance, the RGN ACCS must also be a Software
Appliance.

* If the active ACCS is a single-server DVD deployment, the RGN ACCS must also be a
single-server DVD deployment. The RGN server must have the exact same hard disk
partitions, the same amount of memory and the same CPU type. The RGN server must have
the Contact Center software installed on the same partitions as the active server.

* The active and RGN servers must have the same ACCS patch level and the same operating
system updates.
ACCS supports the following Geographic Business Continuity solutions.
» ACCS Geographic Business Continuity with non-resilient IP Office on page 26

» ACCS Geographic Business Continuity with IP Office resilience on page 27

» ACCS Geographic Business Continuity with local IP Office resilience on page 28

» ACCS Geographic Business Continuity with remote IP Office resilience on page 29

ACCS Geographic Business Continuity with non-resilient IP
Office

In this Geographic Business Continuity solution, the ACCS active server connects to an IP Office
Primary Server and processes customer calls. The ACCS RGN is in a different network subnet
and shadows the active server. The ACCS RGN is used for data resiliency and disaster recovery.
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ACCS - A ACCS - RGN

IP Office P I—

Figure 5: A diagram depicting an Avaya Contact Center Select Geographic Business Continuity
solution in which the ACCS active server connects to an IP Office server

« If the ACCS active server fails, you must manually launch contact center services on the
RGN server. The ACCS RGN then registers with IP Office and begins to process contacts.
When the RGN is active and controlling the IP Office system, ACCS agents using Agent
Desktop client software are redirected to use the Avaya Contact Center Select RGN.

ACCS Geographic Business Continuity with IP Office resilience

In this Geographic Business Continuity solution, the ACCS active server connects to an IP Office
Primary Server and processes customer calls. The ACCS RGN is in a different network subnet
and shadows the active server.

ACCS - A ACCS - RGN

IP Office P E— : ] IP Office S

Figure 6: A diagram depicting an Avaya Contact Center Select Geographic Business Continuity
solution in which the ACCS active server connects to an IP Office primary server in an IP Office
resilient system

« If the ACCS active server fails, you must manually launch contact center services on the
RGN server. The ACCS RGN then registers with IP Office and begins to process contacts. If
the RGN cannot connect to the IP Office Primary Server, it then attempts to connect to the IP
Office Secondary Server.

* If the ACCS active server fails, ACCS agents using Agent Desktop client software must
manually redirect Agent Desktop to use the Avaya Contact Center Select RGN.
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If the IP Office Primary Server fails, depending on your IP Office implementation, it can take a
few minutes for the IP Office Secondary Server to start processing calls. If the IP Office
Primary Server fails, ACCS connects to the IP Office Secondary Server.

If the ACCS active site fails, you must manually launch contact center services on the RGN
server. The ACCS RGN then registers with IP Office and begins to process contacts.

ACCS Geographic Business Continuity with local IP Office
resilience

In this solution, the ACCS active server connects to an IP Office Primary Server and processes
customer calls. The two ACCS servers are in different network subnets. The ACCS RGN shadows
the active server.

ACCS - A ACCS - RGN

IP Office P

IP Office S

Figure 7: A diagram depicting an Avaya Contact Center Select Geographic Business Continuity
solution in which the ACCS active server connects to an IP Office primary server in a local IP Office
resilient system

July 2018

If the ACCS active server fails, you must manually launch contact center services on the
RGN server. The ACCS RGN then registers with IP Office and begins to process contacts. If
the RGN cannot connect to the IP Office Primary Server, it then attempts to connect to the IP
Office Secondary Server.

If the ACCS active server fails, ACCS agents using Agent Desktop client software must
manually redirect Agent Desktop to use the Avaya Contact Center Select RGN.

If the IP Office Primary Server fails, depending on your IP Office implementation, it can take a
few minutes for the IP Office Secondary Server to start processing calls. If the IP Office
Primary Server fails, ACCS connects to the IP Office Secondary Server.
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ACCS Geographic Business Continuity with remote IP Office
resilience

In this solution, the ACCS active server connects to an IP Office Primary Server and processes
customer calls. The two ACCS servers are in different network subnets. The ACCS RGN is used
for data resiliency and disaster recovery. The IP Office Primary Server and Secondary Server are
in different network subnets. The IP Office Secondary Server can be at a remote location with a
properly engineered WAN network connection.

IP Office S

ACCS - A ACCS - RGN

IP Office P

Figure 8: A diagram depicting an Avaya Contact Center Select Geographic Business Continuity
solution in which the ACCS active server connects to an IP Office primary server in a remote IP
Office resilient system

* If the ACCS active server fails, you must manually launch contact center services on the
RGN server. The ACCS RGN then registers with IP Office and begins to process contacts. If
the RGN cannot connect to the IP Office Primary Server, it then attempts to connect to the IP
Office Secondary Server.

* If the ACCS active server fails, ACCS agents using Agent Desktop client software must
manually redirect Agent Desktop to use the Avaya Contact Center Select RGN.

« If the IP Office Primary Server fails, depending on your IP Office implementation, it can take a
few minutes for the IP Office Secondary Server to start processing calls. If the IP Office
Primary Server fails, ACCS connects to the IP Office Secondary Server.

Geographic network configuration

In a Geographic Business Continuity environment where the servers need not be physically close,
configure Business Continuity to perform a full site-by-site switchover.
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To eliminate network points of failure in the contact center solution, you must use Link Aggregation
Control Protocol (LACP), NIC Teaming and Virtual Router Redundancy Protocol (VRRP).

Link Aggregation Control Protocol:

Link Aggregation Control Protocol (LACP) provides a method to control the bundling of several
physical ports together to form a single logical channel. LACP allows a network device to
negotiate an automatic bundling of links by sending LACP packets to the peer (directly connected
device that also implements LACP).

NIC teaming:

NIC teaming is the process of grouping together several physical NICs into one single logical NIC,
which can be used for network fault tolerance and transmit load balance. The process of grouping
NICs is called teaming. By teaming more than one physical NIC to a logical NIC, resiliency is
maximized. Even if one NIC fails, the network connection does not cease and continues to
operate on other NICs.

Virtual Router Redundancy Protocol (VRRP):

Virtual Router Redundancy Protocol (VRRP) is a redundancy protocol designed to increase the
availability of the default gateway servicing hosts on the same subnet. Two or more physical
routers, such as Avaya ERS 5520, can be configured to stand for a virtual router. If one physical
router fails, another physical router automatically replaces it.

Geographic Business Continuity supports WAN environments where the round trip delay is less
than 80ms, with less than 0.5% packet loss.

WAN specifications

Successful Avaya Contact Center Select Geographic Business Continuity implementation requires
careful up-front Wide Area Network (WAN) planning and engineering.

Avaya recommends that the WAN is resilient.

IP Office voice platform resilience

An IP Office Server Edition solution offers voice platform resilience. To enable IP Office resilience,
add an IP Office Secondary Server to the solution and then configure IP Office resilience. The IP
Office solution can use the IP Office Secondary Server for redundancy or for shared resource
resilience.

If the IP Office Primary Server fails or is stopped for maintenance, the IP Office Secondary Server
automatically continues to process voice calls. It can take a few minutes for the H.323 phones,
used by Avaya Contact Center Select agents, to reconnect with the IP Office Secondary Server.
During this IP Office voice platform switchover, the Avaya Contact Center Select agent phones are
unresponsive and calls in progress are lost.
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The following diagram shows a typical IP Office resilient solution during normal operation. In this
solution, Avaya Contact Center Select (ACCS) is not resilient.

ACCS — s
SIP & TAPID Sync service
Customers
(e IP Office IP Office
W Primary Secondary

f
H.323 \a‘:&“\g///f/ \i ;/ \‘gi H.323
5Ip \':%/ / \ \'@1 51P

sIP ,.'r
Soft = / \ ~  Soft
£ == ~ phone

phone
{51P) {5IF)

Figure 9: A diagram depicting an IP Office resilient solution during normal operation

The following diagram shows a typical IP Office resilient solution after an IP Office switchover to
the IP Office Secondary Server. In this solution, ACCS is not resilient.
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Figure 10: A diagram depicting an IP Office resilient solution after an IP Office switchover to the IP
Office secondary server

The following diagram shows a typical IP Office resilient solution during normal operation. In this
solution, ACCS implements Business Continuity for server and application resiliency.
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Figure 11: A diagram depicting an IP Office resilient solution during normal operation, with Business
Continuity for server and application resiliency

The following diagram shows a typical IP Office resilient solution after an IP Office switchover to
the IP Office Secondary Server. In this solution, ACCS implements Business Continuity for server
and application resiliency.
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Figure 12: A diagram depicting an IP Office resilient solution after an IP Office switchover to the IP
Office secondary server, with Business Continuity for server and application resiliency

The following IP Office components are resilient:
« |P Office Server Edition (fail-over to an IP Office Secondary Server)
» H.323, 16xx, 96xx, and 96x1 endpoints (configured as H.323 endpoints)

» Voicemail Pro Server (After a fail-over, call recording is performed on the IP Office Secondary
Server)

Hunt Groups

Inter IP Office device links
* Trunks
* Incoming Call Routes
The following IP Office services are not resilient and are not supported following a fail-over:
* Presence/Mobility
+ Avaya one-X® Portal
» Avaya Contact Center Select Data Synchronization Service
 Teleworkers

When the customer or agent hangs up the phone, the phone then attempts to connect to the IP
Office Secondary Server. This re-connection process can take several minutes.
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Phones that re-home from the IP Office Primary Server to the IP Office Secondary Server might
not reconnect if the IP Office Secondary Server is restarted while the IP Office Primary Server is
off-line.

IP Office call recorder is typically hosted on the IP Office Primary Server. In the event of a fail-over
to the secondary IP Office call recording continues, but cannot be accessed until the IP Office
Primary Server is brought back into service.

To recover full functionality after a fail-over to the IP Office Secondary Server, reinstate the IP
Office Primary Server and then use the ACCS System Management and Monitoring Component
(SMMC) system tray to register ACCS with the IP Office Primary Server. The ACCS agents must
then redirect their phones to the IP Office Primary Server.

Avaya Contact Center Select automatically detects an IP Office Primary Server outage and
transitions CTI connectivity to the IP Office Secondary Server. When this transition is complete,
ACCS automatically begins accepting calls from the IP Office Secondary Server.

The IP Office server outage detection is based on a registration timeout failure on the SIP user link
between Avaya Contact Center Select and IP Office. This registration timeout failure can take up
to 220 seconds.

The ACCS Server Configuration utility has a user configurable delay which allows you to tune fail-
over sensitivity to suit your business needs. For the duration of this timer, ACCS continues to
attempt to reconnect to the IP Office Primary Server. The Registration Switchover Delay is in
addition to the SIP registration timeout.

Once an IP Office outage has been detected and a fail-over is triggered, all active and queued
ACCS calls are lost. New calls cannot be handled by ACCS until it has completed the transition to
the Secondary IP Office Server. When the SIP registration has timed out with the Primary IP Office
server, all active and queued calls are lost regardless of the decision to fail-over or not.

ACCS does not maintain active connections to the IP Office Secondary Server while connected to
the IP Office Primary Server.

During the ACCS transition from the IP Office Primary Server to the IP Office Secondary Server
the following conditions are observed:
» Agent’s physical phones become unresponsive.
» The ACCS Agent Desktop displays a “Link Outage” message box and displays a notice to the
agent that they must use the physical set.
» ACCS clears and resets all call states. Existing calls are not preserved.
» For any ACCS calls in progress both agents and customers hear silence, and might hang up.

- Note: The IP Office direct media feature is not supported for ACCS calls (calls from ACCS
to the agent phone) because they are anchored on the IP Office server for call recording,
and the speech path is bridged between the ACCS SIP connection and the agent’'s H.323
phone.

» H.323 desk phones begin connecting to the IP Office Secondary Server. This re-connection
can take several minutes.

* New customer calls do not reach the Secondary IP Office until after the PSTN re-routes
customer calls to the Secondary IP Office server.
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» Agents can continue handling ACCS multimedia contact types during an IP Office fail-over.

» The Secondary IP Office server begins to provide backup or default routing (IP Office Hunt
Groups) for new customer calls when the PSTN has rerouted calls and when the Secondary
IP Office has detected the Primary Server outage.

» Agent configuration changes made using the ACCS Administration client (CCMA) do not
synchronize with IP Office Secondary Server. Changes made using CCMA are not
propagated to IP Office until the IP Office Primary Server is brought back into service.

Once ACCS has connected to the IP Office Secondary Server and is in a position to receive calls:

* When the PSTN has switched to alternate routing and IP Office has detected the Primary
Server outage, calls are routed to ACCS for treatment and routing

» Agents do not have to perform any action and their voice terminal goes in service
automatically if their phone can connect to the IP Office Secondary Server.

* For agents whose phone set has not yet reconnected to the IP Office Secondary Server, their
voice terminal remains out of service.

After an IP Office switchover to the IP Office Secondary Server, if the IP Office Secondary Server
is rebooted for any reason during this failover period, phones registered to the IP Office
Secondary Server do not reconnect back to the IP Office Secondary Server. ACCS agents using
these phones remain out-of-service until the IP Office Primary Server system is restored.

Application and platform resiliency

IP Office resilience voice platform fail-over is supported by Avaya Contact Center Select Business
Continuity.

With an Avaya Contact Center Select Business Continuity server pair, only one server is active at
any time and only one ACCS has an active connection to one IP Office at any given time. Both the
active and standby ACCS servers have the ability to detect IP Office Primary Server outages and
fail-over to the IP Office Secondary Server.

* The active ACCS server can connect to an IP Office Primary Server and fail-over to an IP
Office Secondary Server if the Primary Server fails.

* The standby ACCS server can connect to an IP Office Primary Server and fail-over to an IP
Office Secondary Server if the Primary Server fails.

An Avaya Contact Center Select fail-over to the standby ACCS server causes its CTl adapter to
initialize and start. On startup, the standby ACCS attempts to connect to the IP Office Primary
Server first, if this fails it then attempts to connect to the IP Office Secondary Server.

IP Office Select

IP Office Server Edition offers a Select mode of operation. IP Office Select is a premium version of
IP Office Server Edition, offering support for enhanced features. The Select mode is configured in
the core IP Office and validated by licensing.

All systems within a Small Community Network (SCN) or Server Edition solution must be of the
same type; either all Select or all non-Select.
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Feature licenses for Select are available only in the Avaya Product Licensing and Delivery System
(PLDS).

Avaya Contact Center Select Business Continuity is supported on IP Office Select and Standard
modes.

Business Continuity server hardware requirements

In an ACCS Business Continuity solution, if the active ACCS server fails, the Remote Geographic
Node (RGN) or standby ACCS server takes over call processing. The standby or RGN ACCS
server must therefore be capable of processing the same number of agent calls as the active
server.

In a Campus Business Continuity solution, the standby ACCS must match the active ACCS:

If the active ACCS server is a Hardware Appliance, the standby ACCS server must also be a
Hardware Appliance.

If the active ACCS is a Software Appliance, the standby ACCS must also be a Software
Appliance. The active and standby servers must be virtualized on separate VMware host
servers. To support Business Continuity in a virtualized VMware environment, the solution
must have two Avaya Contact Center Select virtual machines, two Avaya Aura® Media Server
virtual machines, and two WebLM virtual machines. The virtualized Avaya Contact Center
Select servers must have the same VMware version and guest (virtual machine)
configuration settings.

If the active ACCS is a single-server DVD deployment, the standby ACCS must also be a
single-server DVD deployment. The standby server must have the exact same hard disk
partitions, the same amount of memory and the same CPU type. The standby server must
have the Contact Center software installed on the same partitions as the active server.

* The active and standby servers must have the same ACCS patch level and the same

operating system updates.

In a Geographic Business Continuity solution, the RGN ACCS must match the active ACCS:

If the active ACCS server is a Hardware Appliance, the RGN ACCS server must also be a
Hardware Appliance.

If the active ACCS is a Software Appliance, the RGN ACCS must also be a Software
Appliance. The active and RGN servers must be hosted on separate VMware host servers.
To support Business Continuity in a virtualized VMware environment, the solution must have
two Avaya Contact Center Select virtual machines, two Avaya Aura® Media Server virtual
machines, and two WebLM virtual machines. The virtualized Avaya Contact Center Select
servers must have the same VMware version and guest (virtual machine) configuration
settings.

If the active ACCS is a single-server DVD deployment, the RGN ACCS must also be a
single-server DVD deployment. The RGN server must have the exact same hard disk
partitions, the same amount of memory and the same CPU type. The RGN server must have
the Contact Center software installed on the same partitions as the active server.

* The active and RGN servers must have the same ACCS patch level and the same operating

July 2018

system updates.

Avaya Contact Center Select Business Continuity 37
Comments on this document? infodev@avaya.com



mailto:infodev@avaya.com?subject=Avaya Contact Center Select Business Continuity

Overview

In solutions using IP Office resilience and ACCS Business Continuity, both ACCS servers can
have TLS certificates in place to communicate securely with IP Office.

Licensing

Business Continuity is a licensed feature. It is enabled when you purchase an Avaya Contact
Center Select standby server license.

For campus Business Continuity, the license file is based on two MAC addresses, the MAC
address of the active server and the MAC address of the standby server. The license file,
containing the active and standby MAC addresses, is installed on both servers. If a switchover
occurs, the standby server processes calls.

For virtualized campus Business Continuity solutions, the license file is based on two Host IDs, the
Host ID of the active WebLM server and the Host ID of the standby WebLM server. The license
file, containing the active and standby Host IDs, is installed on both WebLM servers.

For geographic Business Continuity, the license file is based on two MAC addresses, the MAC
address of the active server and the MAC address of the Remote Geographic Node server. The
license file, containing the active and Remote Geographic Node server MAC addresses, is
installed on the active server and on the Remote Geographic Node server.

For virtualized geographic Business Continuity solutions, the license file is based on two Host IDs,
the Host ID of the active WebLM server and the Host ID of the RGN WebLM server. The license
file, containing the active and RGN Host IDs, is installed on both WebLM servers.

Database Shadowing

Contact Center Manager Server (CCMS), Communication Control Toolkit (CCT), Contact Center
Manager Administration (CCMA), and Contact Center Multimedia (CCMM) each store Contact
Center information in a Caché database. This Caché database supports database shadowing for
fault tolerant solutions such as Avaya Contact Center Select. To use Caché database shadowing,
you must have two of each resilient application, an active application server and a corresponding
standby application server.

The standby server is constantly retrieving logical records of database updates from the active
server so that the standby server always has a near real-time copy of the active database. This
process is called database shadowing, the standby server is shadowing the active server's
database.

The standby application server shadows the active application server, maintaining a near real-time
local copy of the CCMS, CCT, CCMA, CCMM, and administration databases. Therefore, the
standby server is configured with the most recent data and it can take over from the active server
if necessary.
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Trusted IP address

The active and standby servers use the Trusted IP address to verify network connectivity. If the
active server cannot communicate with the standby server it attempts to communicate with the
Trusted IP address.

If the active server cannot connect to the Trusted IP address on startup then Contact Center
services do not start on that server. If the active server cannot communicate with the Trusted IP
address, and if shadowing and switchover are enabled, then the active server stops processing
contacts and shuts down. The standby server starts processing contacts if it cannot communicate
with the active server but can communicate with the Trusted IP address.

You must use the IP address of some part of your IT infrastructure that is always available to
respond to a ping request, as the Trusted IP address.

Business Continuity configuration utilities

The Business Continuity feature has the following configuration utilities:

» Business Continuity utility

* SMMC system tray
Use the Business Continuity utility in conjunction with the SMMC system tray.
Business Continuity utility

Configure Business Continuity resiliency for CCMS, CCT and CCMM using the Business
Continuity (BC) utility in the Database Utilities. The Business Continuity utility is used to configure
which server is the active and which is the standby server. The BC utility also configures the
Managed IP of the active server.

The Business Continuity utility on an active server has the following dialogs under the
Configuration tab:

» Server Mode
- Configure the IP address for the active and standby servers
- Configure the IP address for Trusted servers
- Configure the IP address for the optional Remote Geographic Node
- Identify if the server is active or standby
- Enable Switchover

- Configure the switchover time-out. This is the wait time if a network outage occurs before
an automatic switchover occurs.

* Notifications
- Configure an email server for email notifications

- Configure where and how often to send email notifications

July 2018 Avaya Contact Center Select Business Continuity 39

Comments on this document? infodev@avaya.com



mailto:infodev@avaya.com?subject=Avaya Contact Center Select Business Continuity

Overview

- Configure the email character set
+ System
- Display information on the system status
- Verify that database shadowing is running
SMMC system tray

The Contact Center System Management and Monitoring Component (SMMC) system tray gives
quick access to action items in your Business Continuity environment. The SMMC system tray has
the following main menu options and action items:

 Start BC System

» Stop BC System

* Disable Switchover

» Enable Switchover

» System Information

» Database Information

Disable Next Auto Startup

Select Standby Auto Startup Mode (Standby server only)

Re-enable BC system (this option is available only when the active BC server is running but
switchovers are disabled)

To access the SMMC system tray menu, right-click the SMMC icon on the Windows taskbar. The
SMMC system tray icon displays the status of the Business Continuity feature on the server.

In the SMMC system tray, the available menu options depend on the state of the BC System. For
example, the Start BC menu option is available only when the Business Continuity systemis in a
stopped state. The state of the critical CCT and CCMS services affects the available SMMC
system tray menu options. The state of the License Manager, Avaya Aura® Media Server, CCMA,
and CCMM services does not affect the available SMMC system tray menu options.

The Contact Center System Management and Monitoring Component (SMMC) system tray icons
display the status of the Business Continuity feature on a server, if switchover is enabled or
disabled that server, and if the server can communicate with the SMMC component on the remote
server.

The following table shows the Business Continuity system status and corresponding SMMC
system tray icon.

Business Continuity status SMMC icon
Non-BC server in stopped state. Business Continuity is not configured on this
(8]
server.
Non-BC server in starting state. Business Continuity is not configured on this _
server. O
Non-BC server in running state. Business Continuity is not configured on this
(=]
server.
Table continues...
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Business Continuity configuration utilities

Business Continuity status SMMC icon

Non-BC server in stopping state. Business Continuity is not configured on this
server.

Active BC server in stopped state. This server is configured as an active server.

Active BC server with no connection to remote system. This server is configured
as an active server.

Active BC server running with connection to remote system, fully BC capable
system. A switchover is possible.

Active BC server running, but switchovers disabled. A switchover is not possible.

Switchover in progress, the active system is switching over to become a standby
system. After the switchover, this server becomes a standby server.

Standby BC server in stopped state. This server is configured as a standby server.

Standby BC server with no connection to remote system. This server is configured
as a standby server.

Standby BC server running with connection to remote system, fully BC capable
system. A switchover is possible.

Standby BC server running, but switchovers disabled. A switchover is not possible.

Switchover in progress, the standby system is switching over to become an active
system. After the switchover, this server becomes an active server.

The Remote Geographic Node server BC system is starting.

The Remote Geographic Node server BC system is stopping.

The Remote Geographic Node server BC system is stopped.

The Remote Geographic Node server BC system is shadowing the active server,
but the Remote Geographic Node server is not yet synchronized with the active

B @o| B0/ €0 S0 @) ) F| @o| B Y| )| P &o| E

server.
The Remote Geographic Node server BC system is shadowing and synchronized | =5
with the active server. (Gl
The active server from a Geographic BC system is running. @
The active server from a Geographic BC system is preparing to start. |i|
The active server from a Geographic BC system is starting. Iju
The active server from a Geographic BC system is not running. @
The active server from a Geographic BC system is stopping. |j-=_=
Business Continuity utility and SMMC system tray
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Overview

Use the Business Continuity utility to configure Business Continuity IP addresses and to configure
which server is the active server and which is the standby server. Then use the System
Management and Monitoring Component (SMMC) system tray to start database shadowing and
Business Continuity functionality.
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Chapter 4: Configuration process

This work flow shows the sequence of tasks you perform to configure Business Continuity.

e
s

I." Avaya Contact Center Sele-ct\-

'\ Business Continuity

s

.,
'\\.\

IP Office Resilience e Mon-resilient IP Office
4 IP Office
l Resilience? l
IP Office IP Office
resilience configuration configuration
S,
A~ Campus )
Campus e o Geographic
Geographic
?
Campus Geographic
Business Continuity Business Continuity
configuration configuration

v

"/ End \:I
\ /

Figure 13: Business Continuity configuration process
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Chapter 5: IP Office configuration

This section describes how to configure a non-resilient IP Office Server Edition Primary Server for
the following Avaya Contact Center Select solution types:

» Avaya Contact Center Select with Campus Business Continuity
» Avaya Contact Center Select with Geographic Business Continuity

If the Avaya Contact Center Select active server fails or is stopped, the Avaya Contact Center
Select standby server registers with the IP Office Server Edition Primary Server and processes
customer voice contacts.

Avaya Contact Center Select Business Continuity is supported on a non-resilient IP Office Server
Edition system.

ACCS ACCS

-

T~

IP Office
Primary

Figure 14: A diagram depicting Avaya Contact Center Select Business Continuity with a non-resilient
IP Office Server Edition system

Avaya Contact Center Select Business Continuity is supported with IP Office Server Edition Select
and Standard modes.

IP Office configuration prerequisites

* Ensure the IP Office Server Edition Primary Server is configured and licensed.
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Using IP Office Manager

» Ensure the IP Office Primary Server is configured to support Avaya Contact Center Select.
For more information about configuring IP Office to support Avaya Contact Center Select, see
one of the following:

- Deploying Avaya Contact Center Select DVD
- Deploying Avaya Contact Center Select Software Appliance
- Deploying Avaya Contact Center Select Hardware Appliance

Using IP Office Manager

Before you begin

* Install the IP Office Manager software on a client computer.

* Ensure the client computer can communicate with the IP Office server.
About this task

IP Office Manager is a component of the IP Office administration suite of applications. You use IP
Office Manager to configure IP Office. IP Office Manager runs on a Windows computer and
connects to the IP Office system using an Ethernet LAN connection.

IP Office Manager is an off-line editor. Use IP Office Manager to connect to your IP Office server
and retrieve a local copy of the IP Office current configuration settings. You can then edit the local
copy of the IP Office configuration and when you are ready, save your updated configuration data
back to the IP Office server.

Procedure

1. On the client computer, select Start > All Programs > IP Office > Manager.

2. On the Configuration Service User Login message box, in the Service User Name box,
type the user name. The default name is Administrator.

3. In the Service User Password box, type the user password. The default password is
Administrator.

4. From the menu, select File > Close Configuration. This closes any open and potentially
out-of-date configurations.

5. To retrieve the current (most recent) IP Office configuration settings, from the menu, select
File > Open Configuration.

6. In the Select IP Office window:

* If the required IP Office server is listed, use the check box to select your IP Office server
from the list of available servers.

* If the required IP Office server is not listed, in the Unit/Broadcast Address box type the
IP address for your IP Office server. Click Refresh to perform a new search. The IP
Office server then appears in the list of available servers. Use the check box to select
your |P Office server from the list of available servers.
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IP Office configuration

& SelectIP Office [ro] o)
Marne IP Address  Type Wersion Edition

A Server Edition 9.0

I SIY 000CZIF48167 10.134.35.87  IPO-Linux-PC 9.L0.0 Server (Prirmany)

TCP Discowvery Progress

V| Cpenwith Server Edition

Unit/Broadcast Address tanager
10.134,35.87 - Refresh Ok l | Cancel
7. Click OK.

8. On the Configuration Service User Login message box, in the Service User Name box,
type the user name. The default name is Administrator.

9. In the Service User Password box, type the user password. The default password is
Administrator.

10. IP Office Manager opens and displays the current configuration data for your IP Office
server.

Verifying IP Office licenses

About this task
Verify the IP Office license on the Primary Server.

Procedure
1. Using IP Office Manager, select the IP Office Primary Server in the Configuration pane.

2. Click License.
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3. Verify that the ACCS license is configured on the IP Office Primary Server.

Configuring the data synchronization user account

. 3

.

K Auzya [P Office Select Manager for Server Edition IPO25_Pri [9.1.0.184] EI@
File  Edit “iew Tools Help
P25 _Pri = Licence - - \ |+ A
Configuration Licence o < >
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i Operator (3)
=1-%30 Solution License Mode License Narmal
@ User2d) A
8 croup® Licensed Wersion a1
8% Short Code(46) Setial Mumber (A0T)  SfcbelB7c3371d2832e5909544db 191972279980
P Incoming Call Route(3)
- Directony(l) PLDS HostID 483122259783
-1 Time Profile(0) .
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@3 User Rights(10) Ccensi '
Select Licensin alid
I_IE Location(( 9
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. Remove
=+ Control Unit (F) Teleworker R 100 Obsal
4 Extension (14) Mobile Warker Mk, 100 Obsol
g gj;fg) Office Warker LIS 1 Valid
- ShurtpCude o) Auwaya Softphone License /&, 100 Obsal
B Service (1) WhAPra TTS - Scansoft M/ 10 Obisal
-l 1P Route (1) WMPro TTS Professional Mfa 10 Valid
S Licence (47) Pawer User /A, 100 Vialid
. é fRS ‘tl) . uvaya P Endpoints i 100 Valid
ocation
% Autharization Cade (I SIP Trunk Channels MNAA 100 Walid
-5 [PO4Y Sec Third Party API I W 100 Valid
Ird Party IP Endpaints /A 10 Walid
Server Edition RS, 1 MNAA 100 Walid
UMS Web Services M 1nn Valid
Software Upgrade (P 100 Obsal =
M trunk Channels M/ inn Walid
ACCS | 1 Valid
Allow Virtualization /A 0 Obsol

Help

4. Click OK.

5. If necessary, reboot the IP Office server.

Configuring the data synchronization user account

Before you begin

« If your solution implements Avaya Contact Center Select Business Continuity, perform this
procedure. If your solution does not implement Avaya Contact Center Select Business

Continuity, skip this procedure.

About this task

Configure the user account used by IP Office to maintain data synchronization with Avaya Contact
Center Select. The name and password of this account must match the IP Office server details as
configured in Contact Center Manager Administration (CCMA) on the Avaya Contact Center

Select server.
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IP Office configuration

For user data synchronization, IP Office connects to Avaya Contact Center Select using the
Contact Center Manager Administration “accssync” user account details.

Procedure

1. Using IP Office Manager, select the IP Office Primary Server in the Configuration pane.

2. In the Configuration pane, under the IP Office server, select System.

Ll Bieaya IP Office Select Manager for Server Edition IPO25_Pri El@

File  Edit ‘iew Tools  Help
IPO25_Pri v System + IPO25_Pri -

Configuration ‘S = IPO25_Pri & v|<]|>

BOOTR (1) Rl | Systemn Events | SMTP | SkADR. |Twinning | Codecs |\."DIP Security| Contact Center i
CQperator (3) S0

! Solution

----- § User(24
----- 58 Group() COMA Address
----- B Short Code(de)
..... @ Incoming Call F CCMA Username
----- #m Directorg()

----- £7) Time Profile(0)
----- B Account Codel
----- §5 User Rightsc1ny
""" &8 Location(l)
=1+ IPO25_Pri

-5 Systern (1)
----- 3 Line (3

----- <= Control Unil
----- A Extension (1
----- § User(m

----- :a Group (2
----- B% Short Code
----- B Service ()
----- [l 1P Route (1)
----- W Licence (46)

Contact Center Application |5,£\vaya Contact Center Select R |

CCME Passuvord

..... i@ Location (0

Help
----- 2% Authorizatic
-5 IPO49_Sec Error List IPO25_Fri T <

Confi.. L. R, Description

~y
=

™ TDormoE Ny T Sharka e mm Faive im_ransima limas

3. Select the Contact Center tab.
4. From the Contact Center Application list, select Avaya Contact Center Select.
5. In the CCMA Address box, type one of the following IP addresses:

* If your solution uses Avaya Contact Center Select Campus Business Continuity, type the
Managed IP address of the Business Continuity pair.

* If your solution uses Avaya Contact Center Select Geographic Business Continuity, type
the IP address of the Avaya Contact Center Select active server.

6. In the CCMA Username box, type the name of the Avaya Contact Center Select data
synchronization user account. The default user name is accssync.

7. In the CCMA Password box, type the password of the Avaya Contact Center Select data
synchronization user account. The default user password is accssync.
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Saving the IP Office configuration data

8. Click OK.

Saving the IP Office configuration data

Before you begin

+ Install the IP Office Manager software on a client computer that can communicate with the IP
Office server.

About this task
Use IP Office Manager to save your configuration changes to the IP Office server.
Procedure
1. In IP Office Manager, in the Configuration pane, select your IP Office server.
2. From the main IP Office Manager menu, select File > Save Configuration.

3. On the Send Multiple Configurations window, use the check box to select your IP Office
server from the list.

4. Click OK.

IP Office Manager saves the offline configuration file to your IP Office server.
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Chapter 6: IP Office resilience configuration

This section describes how to configure IP Office resilience for the following Avaya Contact Center
Select solution types:

» Avaya Contact Center Select without Business Continuity
» Avaya Contact Center Select with Campus Business Continuity
» Avaya Contact Center Select with Geographic Business Continuity

An IP Office Server Edition solution offers resilience for IP Office. To enable IP Office resilience, add
an IP Office Secondary Server to the solution and then configure IP Office resilience. The IP Office
solution can use the IP Office Secondary Server for redundancy or for shared resource resilience. If
the IP Office Primary Server fails or is stopped, the IP Office Secondary Server continues to process
voice calls.

ACCS | ACCS ACCS
OR
P Office | P Office IP Office IP Office
Primary Secondary Primary Secondary

Figure 15: A diagram depicting examples of IP Office resilience in Avaya Contact Center Select
solutions

Avaya Contact Center Select Business Continuity is supported only with IP Office Server Edition,
Select and Standard modes.

IP Office resilience configuration prerequisites

» Ensure the IP Office Primary Server is configured and licensed.
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Using IP Office Manager

» Ensure the IP Office Secondary Server is configured and licensed.

» Ensure the IP Office Primary Server is configured to support Avaya Contact Center Select.
For more information about configuring IP Office to support Avaya Contact Center Select, see
one of the following:

- Deploying Avaya Contact Center Select DVD
- Deploying Avaya Contact Center Select Software Appliance
- Deploying Avaya Contact Center Select Hardware Appliance

Using IP Office Manager

Before you begin

+ Install the IP Office Manager software on a client computer.

» Ensure the client computer can communicate with the IP Office server.
About this task

IP Office Manager is a component of the IP Office administration suite of applications. You use IP
Office Manager to configure IP Office. IP Office Manager runs on a Windows computer and
connects to the IP Office system using an Ethernet LAN connection.

IP Office Manager is an off-line editor. Use IP Office Manager to connect to your IP Office server
and retrieve a local copy of the IP Office current configuration settings. You can then edit the local
copy of the IP Office configuration and when you are ready, save your updated configuration data
back to the IP Office server.

Procedure

1. On the client computer, select Start > All Programs > IP Office > Manager.

2. On the Configuration Service User Login message box, in the Service User Name box,
type the user name. The default name is Administrator.

3. In the Service User Password box, type the user password. The default password is
Administrator.

4. From the menu, select File > Close Configuration. This closes any open and potentially
out-of-date configurations.

5. To retrieve the current (most recent) IP Office configuration settings, from the menu, select
File > Open Configuration.

6. In the Select IP Office window:

« If the required IP Office server is listed, use the check box to select your IP Office server
from the list of available servers.

« If the required IP Office server is not listed, in the Unit/Broadcast Address box type the
IP address for your IP Office server. Click Refresh to perform a new search. The IP
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IP Office resilience configuration

Office server then appears in the list of available servers. Use the check box to select
your |IP Office server from the list of available servers.

£ SelectIP Office =R Eo =5

Marme IP Address  Type Wersion Edition

B Server Edition 9.0
v 000c2ar48167 101343587 IPO-Linux-PC 9100 Server (Primany

TCP Discowvery Progress

V| Open with Server Edition
Unit/Broadcast Address Manager

10.13435.87 - Refresh oK || concel

7. Click OK.

8. On the Configuration Service User Login message box, in the Service User Name box,
type the user name. The default name is Administrator.

9. In the Service User Password box, type the user password. The default password is
Administrator.

10. IP Office Manager opens and displays the current configuration data for your IP Office
server.

Adding an IP Office Secondary Server

Before you begin

* Install an additional IP Office server. This additional server is later configured as an IP Office
Secondary Server.

» Use IP Office Manager to access the configuration of the proposed IP Office Primary Server.
About this task

Use the Server Edition Solution View to add an IP Office Secondary Server to the network
configuration. This automatically adds the necessary H.323 IP trunks for connection to the new
server into the configuration of the other servers already in the network.
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Procedure

July 2018

Adding an IP Office Secondary Server

1. In the Server Edition Solution View, under Add, select the Secondary Server link.
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2. Enter the IP Address of the secondary server.

Add Secondary Server

]

IP &ddress o . o0 .o .0

-

Cancel

3. Click OK.

4. The Initial Configuration menu is displayed, with the fields pre-filled with the current
settings of the existing system. Update the fields as required. For example, you can

change the IP address settings.
5. Click Save.
6. The system is rebooted. Click OK.
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7. The icon in the Description column alternates between green and grey until the system

reboot is complete.
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Configuring IP Office resilience settings

Before you begin

* You can activate resilience only if you have configured a Server Edition Secondary in IP
Office Server Edition Solution.

About this task

An IP Office Server Edition solution offers resilience for IP Office. When you add a secondary
server to an IP Office Server Edition solution, the resilience for primary and secondary servers is
active by default.

Configure the resilience settings for your IP Office solution.
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Configuring IP Office resilience settings

Procedure

July 2018

1.

In the Server Edition window, click Resilience Administration.
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On the Resilience Administration window, select the resilience settings to activate.

Fesilience Administration

vl Backup Secondary Server [P Phones on Primary Server

Flease select the resilience settings to be applied to the Server Edition salution:

wl Backup Primary Server [P Fhones and Hunt Groups on Secondary Server

]

Ok

Cancel

» Backup Primary Server IP Phones and Hunt Groups on Secondary Server. When
selected, the Secondary Server supports hunt group operation during any failure of the
Primary Server. Also when selected, the Secondary Server supports the continued
operation of Avaya IP phones normally registered to the Primary Server.
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» Backup Secondary Server IP Phones on Primary Server. When selected, the
Primary Server supports the continued operation of Avaya IP phones normally
registered to the Secondary Server.

3. Click OK.

Verifying IP Office licenses

About this task
Verify IP Office licenses on the Primary Server and Secondary Server.

Procedure

1. Using IP Office Manager, select the IP Office Primary Server in the Configuration pane.

2. Click License.
3. Verify that the ACCS license is configured on the IP Office Primary Server.
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4. Click OK.

Configuring a Secondary Server SIP User Extension number

5. Using IP Office Manager, select the IP Office Secondary Server in the Configuration

pane.

6. Click License.

7. Verify that the ACCS license is configured on the IP Office Secondary Server.

¥ ARS (L)
-4 Location (0)

ﬂ Authorization Code (0

.

T fwsya TP Office Select Manager for Server Edition [PO49_Sec [3.10.184] == Ech ===
File  Edit ‘iew Tools Help
PO Sec - Licence - - = A [ o e
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- & BOOTP (1) Licence Type  Status m
i+ Operatar (3)
=57 Solution License Mode License Mormal
R User2y . .
’ﬂ Group@ Licensed Wetsion 9.1
BX Short Codei4t) Serial Mumber (DD 6c660092f03edcd5fd1e 161604cfc5f36305ac50
; @ Incoming Call Route(3)
2 Directony(ll) PLOS Host ID 316543407864
Tirme Profile {0}
! Account Codell) PLDS File Status Walid
i' Userﬁ\ghb(l[l) Select Licensing Walid
LB Location(0)
-5 [PO25_Pri
. 1PO40_Ser Feature Key Instances Status Add...
- System (1) Server Edition 9,1 Airtual Server Edition 9,1 1 Walid
1 Line (2 Powver User Wirtual Powver Lser 1 Walid fenoye
- CD”tm_‘ Unit (6} Avays IP endpoints Wirtual fvays IP Endpoints 2 Walid
;’ E"te”é')”” @ 4003 MA, 1 walid
ser
3§ Group (2 Third Party &P1 WA 100 Walid
~@% Short Code (6)
@ Service {0}
-[ll 1P Route (1)
Y Licence (11)

Help

8. Click OK.

9. If necessary, reboot the IP Office servers.
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Configuring a Secondary Server SIP User Extension
number

About this task

Configure a SIP User Extension number for the IP Office Secondary Server. Avaya Contact Center
Select uses this SIP User Extension number and Telephony Supervisor Login Code password to
register for CTI call control and SIP session messaging.
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If the IP Office Primary Server fails or is shut down, Avaya Contact Center Select uses this SIP
User Extension for CTI call control and SIP session messaging with the IP Office Secondary
Server.

Procedure

1. Using IP Office Manager, select the IP Office Secondary Server in the Configuration
pane.

In the Configuration pane, under the IP Office server, select User.
Right-click on User, and select New.
In the right pane, select the new User tab.

In the Name box, type a descriptive name for the user.

o a0 kM w DN

In the Password box, type a password for the user. For example, type 123456. This
password must be a number.

7. In the Confirm Password box, re-type the password for the user. For example, type
123456.

8. In the Extension box, type the extension number of the user. For example, type 6000.
9. Select the Telephony tab.

10. On the Telephony tab, on the Supervisor Settings sub-tab, in the Login Code box, type
a password for Avaya Contact Center Select registration. For example, type 123456. This
Login Code password must be a number. The Login Code password must be the same
password as used by the SIP User Extension configured on the IP Office Primary Server.

11. Click OK.

12. On the Would you like a new VoIP extension created with this number message box,
select SIP Extension and click OK.

Verifying the SIP User Extension numbers

About this task

Avaya Contact Center Select uses an IP Office SIP User Extension number and a Telephony
Supervisor Login Code password to register with IP Office for CTl call control and SIP session
messaging.

Use IP Office Manager to locate and verify the SIP User Extension number used to register with
Avaya Contact Center Select.

If your solution is to have an IP Office Secondary Server, locate and verify the SIP User Extension
number used to register the IP Office Secondary Server with the active Avaya Contact Center
Select server.

In this worked example, SIP Extension 3250690 is configured on the IP Office Primary Server and
SIP Extension 3490690 is configured on the IP Office Secondary Server.
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Verifying the SIP User Extension numbers

1. Using IP Office Manager, select the IP Office Primary Server in the Configuration pane.

2. In the Configuration pane, under the IP Office server, select User.

| Awaya P Office Select Manager for Server Edition PO25_Pri [9.1.0.104] = o
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3. Locate the SIP User Extension number used to register with Avaya Contact Center Select.

Note the extension number.

4. If your solution has an IP Office Secondary Server, using IP Office Manager, select the IP

Office Secondary Server in the Configuration pane.

5. In the Configuration pane, under the IP Office server, select User.
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6. Locate the SIP User Extension number used to register the IP Office Secondary Server

with the active Avaya Contact Center Select server. Note the extension number.

') Bwaya IP Office Select Manager for Server Edition IPO49_Sec [9.1.0.184] =N =R ==
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Configuring a solution level hunt group

About this task

Configure a solution level hunt group at the IP Office solution level. Configure the hunt group to

use the Sequential Ring Mode.

The User List is an ordered list of the users who are members of the hunt group. For Sequential

groups it also sets the order in which group members are used for call presentation. The check
box next to each member indicates the status of their membership. Group calls are not presented
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to members who have their membership currently disabled. However, those users are still able to
perform group functions such as group call pickup. The order of the users can be changed by
dragging the existing records to the required position.

Add the SIP extension number used by the Avaya Contact Center Select server as the first
member of the User List.

If your solution has a standby Avaya Contact Center Select server, add the SIP extension number
used by the IP Office Secondary Server as the second member of the User List.

Procedure

1.
2.

© N o o b~ o

July 2018

Using IP Office Manager, select the IP Office server in the Configuration pane.

In the Configuration pane, under the Solution node, select Group, right-click and select
New.

In the Name box, enter a descriptive hunt group name.
From the Profile list, select Group of Application Servers.
In the Extension box, enter a number for the hunt group.
From the Ring Mode list, select Sequential.

In the User List section, click Edit.

On the Select Members window, under Available Users, locate and select the SIP
extension number used by the Avaya Contact Center Select server.

Add this extension to the Members list.
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10.

July 2018

If your solution is to have a standby Avaya Contact Center Select server, locate and select
the SIP extension number used by the standby Avaya Contact Center Select server. Click

Add After.
Sequential | HuntGroup | 4250690 ACCEGI_HUNT - Select Members
Filters
Extr Marme Extry Murnber PE3 Mame PB¥ Address
- 1] u] ul o
Available Usgers [ 24/24) Members [ 2/2)
Name Extn EB;nie Kgﬁess Order  Enabled  Mame Extn EBaﬁe pE
3252260 3252260 | IPO25_Pri 10.134.48.25 2
3430630 3490650 | IPO49 Sec |10.134.48.49
8250000 8250000 | IPO25_Pri 10.134.48.25
2250001 2250001 | IPO25_Pri 10.134.42.25
8250002 8250002 | IPO25_Pri 10.134.48.25
8250003 8250003 | IPO25_Pri 10.134.48.25
8250002 8250008 | IPO25_Pri 10.134.48.25
8250009 8250009 | IPO25_Pri 10.134.48.25
8252260 8252260 | IPO25_Pri 10.134.42.25
8252261 8252261 | IPO25_Pri 10.134.48.25
8252262 8252262 | IPO25_Pri 10.134.48.25
Agent 8250630 | 8250690 | IPO25_Pri 10.134.48.25
Agent 8250691 | 8280691 | IPO25_Fri 10.134.48.25
Agent 8250892 | 82806892 | IPO25_Pri 10.134.42.25
Agent 8250693 | 8250693 | IPO25_Fri 10.134.48.25
Agent 8250694 | 8280894 | IPO25_Pri 10.134.48.25
Agent 8250695 | 8280695 | IPO25_Pri 10.134.48.25
Agent 8250696 | 82506896 | IPO25_Fri 10.134.48.25
Agent 8250897 | 8280897 | IPO25_Pri 10.134.42.25
Agent 8250695 | 8250698 | IPO25_Fri 10.134.48.25
Agent 8250893 | 8280899 | IPO25_Pri 10.134.48.25
Agent 8430630 | 8490690 | IPO49 Sec |10.134.48.49
Expert 8250000 | IPO25_Pri 10.134.48.25
ak ] [ Cancel ] [ Help
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11. On the Select Members window, click OK.
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12. Click OK.

Configuring a solution level Short Code
About this task

Configure a solution level short code to map the IP Office hunt group used by Avaya Contact
Center Select to an Avaya Contact Center Select Route Point CDN range. A short code configures
IP Office to perform an action if a specific number is dialed.

For example:
» 225069x is configured in Avaya Contact Center Select as a range of CDNs (Route Points).
» 4250690 is configured in IP Office as a hunt group used by Avaya Contact Center Select.

Create a short code 4250690|>>225069N. All customer calls to number 4250690 are forwarded to
extension range 225069N and from there to Avaya Contact Center Select. Avaya Contact Center
Select can then treat the customer call and route it to a contact center agent.

A CDN (Route Point) is a logical address used by Contact Center to accept incoming contacts or
as a point to which contacts are routed. A Route Point is an address that enables incoming voice
contacts (phone calls) to be treated by Contact Center.

You can add multiple short codes and configure each one to map to an Avaya Contact Center
Select CDN (Route Point) number. If you create additional short codes to map IP Office calls to
Avaya Contact Center Select, you must add the corresponding CDN (Route Point) number in
Contact Center Manager Administration on the Avaya Contact Center Select.
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Procedure

July 2018

1. Using IP Office Manager, select the IP Office server in the Configuration pane.

2. In the Configuration pane, under the Solution node, select Short Code, right-click and
select New.

3. In the right pane, in the Code box, type a range of CDN (Route Point) numbers. When this
number is matched, the other short code fields activate. For example, type 225069x, where
225069x is a range of Avaya Contact Center Select CDNs (Route Points).

4. From the Feature list, select Dial Extn. If you do not see the Dial Extn option, ensure that
you have selected the Short Code menu item under Solution, and not the local Short
Code menu item for your IP Office server. The Solution Short Code is common to all
systems.

5. In the Telephone Number box, type the number output by the short code.
For example, type the following: 4250690|>>225069x

» Where 225069N is configured in Avaya Contact Center Select as a range of CDNs
(Route Points).

* Where 4250690 is the Avaya Contact Center Select hunt group.
Note: Ensure there are no spaces in the Telephone Number box.

If a customer dials 225069x, then 225069x is sent to telephone number 4250690 and
Avaya Contact Center Select.
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6. Click OK.

Configuring the data synchronization user account

Before you begin

* If your solution implements Avaya Contact Center Select Business Continuity, perform this
procedure. If your solution does not implement Avaya Contact Center Select Business
Continuity, skip this procedure.

About this task

Configure the user account used by IP Office to maintain data synchronization with Avaya Contact
Center Select. The name and password of this account must match the IP Office server details as
configured in Contact Center Manager Administration (CCMA) on the Avaya Contact Center
Select server.

For user data synchronization, IP Office connects to Avaya Contact Center Select using the
Contact Center Manager Administration “accssync” user account details.
Procedure

1. Using IP Office Manager, select the IP Office Primary Server in the Configuration pane.
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2. In the Configuration pane, under the IP Office server, select System.

E Avaya IP Office Select Manager for Server Edition IPO25_Pri EI@
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3. Select the Contact Center tab.
4. From the Contact Center Application list, select Avaya Contact Center Select.
5. In the CCMA Address box, type one of the following IP addresses:

* If your solution uses Avaya Contact Center Select Campus Business Continuity, type the
Managed IP address of the Business Continuity pair.

* If your solution uses Avaya Contact Center Select Geographic Business Continuity, type
the IP address of the Avaya Contact Center Select active server.

6. In the CCMA Username box, type the name of the Avaya Contact Center Select data
synchronization user account. The default user name is accssync.

7. In the CCMA Password box, type the password of the Avaya Contact Center Select data
synchronization user account. The default user password is accssync.

8. Click OK.
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Saving the IP Office configuration data

Before you begin

+ Install the IP Office Manager software on a client computer that can communicate with the IP
Office server.

About this task
Use IP Office Manager to save your configuration changes to the IP Office server.
Procedure
1. In IP Office Manager, in the Configuration pane, select your IP Office server.
2. From the main IP Office Manager menu, select File > Save Configuration.

3. On the Send Multiple Configurations window, use the check box to select your IP Office
server from the list.

4. Click OK.

IP Office Manager saves the offline configuration file to your IP Office server.

Configuring ACCS to use IP Office resilience

Before you begin
« If your IP Office solution does not support IP Office resilience, skip this procedure.
About this task

If your IP Office system has an IP Office Secondary Server and if it is configured to support voice
platform resilience, configure Avaya Contact Center Select to use the resilient IP Office system.

If your solution uses TLS communication between Avaya Contact Center Select and IP Office, for
more information about configuring TLS security certificates, see Avaya Contact Center Select
Advanced Administration.

Procedure
1. Log on to the Avaya Contact Center Select active server.

2. On the Apps screen, in the Avaya section, select Server Configuration.

July 2018 Avaya Contact Center Select Business Continuity 67

Comments on this document? infodev@avaya.com



mailto:infodev@avaya.com?subject=Avaya Contact Center Select Business Continuity

IP Office resilience configuration

3. In the Server Configuration dialog box, under SIP, click the Network Settings tab.

) Server Configuration = | =] ==
AVAYA Contact Center Server Configuration
, Main Menu )
Local Settings IP Office Settings
Licensing IF Address Port Transport
= |, SIP
e i 172.18.215.70 5060 TCP
) Jietwork Settings IP Office Address (Primary) v
L.fi®) Local Subscriber IP Office System Password seensnen
';EJ CCT Server []Received Certificate Checks {(CTI)
(&) WS Open Interfaces
{1z} SalesForce IP Office (Primary) CTI Transport 50796 |15 o,
Use IP Office Resilience
IP Office Address (Secondary) |172.18.19185 5060 | |TCP w
IF Office System Password P —
[] Received Certificate Checks (CTI)
Registration Switchover Delay (seconds) | 12p
P Office (Secondary) CTI Transport 50797 |Tcp
Exit | | apply All

4. Select Use IP Office Resilience.

5. In the IP Office Address (Secondary) box, type the IP address of the IP Office Secondary

Server.

In the Secondary Server Port box, type the server listening port. The default port is 5060.

7. From the Secondary Server Transport list, select the transport type, TCP or TLS.

10.

July 2018

In the Secondary Server IP Office System Password box, type the system password for
your IP Office Secondary Server. Ask your IP Office Administrator for the System
Password. If this password changes on the IP Office server, you must update the password
in Server Configuration.

If Avaya Contact Center Select communicates with the IP Office Secondary Server using
TLS certification, to enable IP Office Certificate Validation, select Received Certificate
Checks (CTI).

In the Registration Switchover Delay (seconds) box, type the length of time in seconds
that the Avaya Contact Center Select server attempts to reconnect to the IP Office Primary
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Server before attempting to switchover to the IP Office secondary server. The maximum
configurable delay is 600 seconds.

11. From the IP Office (Secondary) CTI Transport list, select the CTI transport type, TCP or
TLS.

12. In the Server Configuration dialog box, under SIP, click the Local Subscriber tab.

0 Server Configuration \;‘i-

AVAYA Contact Center Server Configuration

. Main Menu )

Local Settings Local SIP Subscriber

Licensing

=l SIP SIP Server Type
0 ) Domain Name
~-(E) Network Settings IP Office
aaccdomain, com

(&0 CCT Server SIP Server Version

) WS Open Interfaces

-z SalesForce Local listening ports {on the CLAM IP address)

Third Line Enabled
TCP/UDP Port 5060
Media Services Locale

TLS Port 5061
en_us [¥]

Primary IP Office 9000
SIF Line Extension Number

Secondary IP Office
SIP Line Extension Number

Password sanens

Exit || Apply Al |

13. In the Secondary IP Office SIP Line Extension Number box, type the IP Office SIP User
Extension Number used to register Avaya Contact Center Select with the IP Office
Secondary Server.

14. In the Password box, type the password of the IP Office SIP User Extension Number for
the IP Office server.

15. Click Apply All.

16. On the Restart Required message box, click Yes.
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Verifying IP Office resilience

Before you begin

* If your solution is using Avaya Contact Center Select Business Continuity, skip this
procedure. Later sections of this document describe verifying IP Office resilience in an Avaya
Contact Center Select Business Continuity-enabled solution.

About this task

Verify that when the IP Office Primary Server fails, Avaya Contact Center Select transitions call
control from the IP Office Primary Server to the IP Office Secondary Server. If the IP Office
Primary Server fails or is stopped, the IP Office Secondary Server continues to process voice
calls.

On startup, the Avaya Contact Center Select (ACCS) server registers with the IP Office Primary
Server. If the ACCS server is not able to communicate and register with the IP Office Primary
Server, after a configurable delay, the ACCS server attempts to register with the IP Office
Secondary Server. You can configure this Registration Switchover Delay using the ACCS Server
Configuration utility.

© Note:

Verify that your IP Office voice platform is resilient before placing the system into production.

Procedure
1. Log on to the ACCS server.
2. On the Apps screen, in the Avaya section, select SIP Gateway Management Client.

3. Verify that the ACCS server is registered with the IP Office Primary Server.
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A SGM Management Client =B
Connaction

| Transport Status | Censole

Connected to Contact Center Server. 172.18.215.85
Wokce Outbound Proxy

1P Part Transport Slata
172.18.215.70 060 TGP
172 18.191.65 060 TCP
CTl Proxy
P Port Transport
172.18.191.65 A0T06 TLS
172.18.215.70 50796 TLE

Madia Serveri(s)

P Port Transport Stale

1721821585 070 TGP

4. Disconnect the network cable from the IP Office Primary Server.

5. Verify that ACCS agent H.323 phones register with the IP Office Secondary Server. The
phones do not register with the Secondary Server until the existing active calls are
dropped. Depending on your solution implementation, it can take several minutes for the
phones to register with the IP Office Secondary Server. When the phones have registered
with the Secondary Server, they display an R on their display.

6. Verify that the IP Office Secondary Server routes Customer calls to ACCS and that ACCS
agents can process those Customer calls. At this time, the IP Office system is no longer
resilient. The IP Office Primary Server is offline and the IP Office Secondary Server is
processing ACCS contacts. The ACCS server is now registered with the IP Office
Secondary Server.
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A SGM Management Client: =HjEC
Connaction
|rf Transport Status | Console |
Connected to Contact Center Server. 172.18.215.85
Volce Qutbound Proxy
P | Port Transport State
172 18.215.70 5060 TCP
172.18.191.65 ] TCP _
CTI Proxy
P | Port Transport | State
172 1B.191.65 0786 TLS
s s L e
Media Senver(s)
P | Port Transport Stale
172 16.215.85 5070 TCP

7. Reconnect the network cable to the IP Office Primary Server.

8. Wait for the IP Office Primary Server to start up.

R BOOTP (D)
¢ Operator (3)
-3

g Useri24)

Summary Open... =

Server Editian Configuration

Prirmary

H-f Group(?)
+-@% Short Codei46)
J--@ Incarning Call Route
o Directony(l)
b Tirne ProfiledD)
-l Accaunt Cade(0)
#-§5 User Rights(1my

&5 Location{)
£-%=3 IPO25_Pri
K-y JPO49_Sec

= Hardware Installed
Contral Unit: IPO-Linu-PC
Secondary Server: 10.134.38.188
Expansion Systems: NONE

Systern ldentification: 9fche 187 c3371d2830e8000544dh 1919722739280

Serial Mumber 005056926baa
= Systemn Settings

IP Address: 10.134.38.134

Sub-Met Mask: 255.255.255.0

System Locale: United Kingdom (LU English)

Device D MONE

Mumber of Extensions on Systerm: 14

| Solution
& Prirmary Server IIF'OQE_F‘H 10.134.38.134
© Secondary Server IPO43_Sec 10.134.35.188 Bothway

Buothway

.
J Systermn Status

?E Woicermail Adrinistration
@ Resilience Administration

*’ On-boarding
1‘? IP Office Web Manager

@ Help

Add...
/‘\ Secondary Server

4 Funansinn Swetern

24 17
21 14
3 3

9. Rehome the agent H.323 phones to the IP Office Primary Server.
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10. On the ACCS server, on the Windows taskbar, right-click on the System Management and
Monitoring Component (SMMC) system tray, and select Revert to Primary IP Office.

Stop System
Revertto Primary IP Office

Launch SCMU
System Information
Database Information

Disable Mext Auto Startup

. 11:34
ciEl:: N2 13/07/2015

The ACCS server registers with the IP Office Primary Server.

A SGM Management Client B[
Connaction
| Transport Status | Console

Connected to Contact Center Server. 172.18.215.85
Wiokce Outbound Proxy

P Paort Transport Slata
17218, 215,70 S060 TP
17218.191.65 EOE0 TCP
CTl Proxy
L : _Port
172.18.181.65 50796
172.18.215.70 50796

Media Server|s)

1P ] 1_:'E|-rl i Tra neport | State

1T 1B.215.85 5070 TGP

11. The IP Office system is now resilient again.

12. The ACCS server is registered with the IP Office Primary Server and customer call
processing continues as normal.
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Chapter 7: Campus Business Continuity
configuration

This section describes how to configure Avaya Contact Center Select (ACCS) Campus Business
Continuity.

The standby ACCS must match the active ACCS:

* If the active ACCS server is a Hardware Appliance, the standby ACCS server must also be a
Hardware Appliance.

* If the active ACCS is a Software Appliance, the standby ACCS must also be a Software
Appliance.

* If the active ACCS is a single-server DVD deployment, the standby ACCS must also be a
single-server DVD deployment. The standby server must have the exact same hard disk

partitions, the same amount of memory and the same CPU type. The standby server must
have the Contact Center software installed on the same partitions as the active server.

» The active and standby servers must have the same ACCS patch level and the same operating
system updates.

Complete all of the procedures in this section in sequential order.

Campus Business Continuity prerequisites

* Ensure your network and solution hardware meets the requirements for Business Continuity.
For more information, see Avaya Contact Center Select Solution Description.

» Ensure that your Avaya Contact Center Select solution is using a Windows domain. To
support Business Continuity resiliency, the Avaya Contact Center Select agents must each
have an associated Windows domain user account in the same Windows domain as the
active and standby servers. Create Avaya Contact Center Select agents with associated
Windows domain accounts.

» Obtain Avaya Contact Center Select standby server licenses.

» Ensure the active and standby server hardware meets the requirements for Business
Continuity. For more information, see Avaya Contact Center Select Solution Description.
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* Install the active and standby Avaya Contact Center Select servers. For more information
about installing Avaya Contact Center Select, see one of the following:

- Deploying Avaya Contact Center Select DVD
- Deploying Avaya Contact Center Select Software Appliance
- Deploying Avaya Contact Center Select Hardware Appliance

» Ensure your IP Office system is configured and licensed.

Adding the server to a domain

Before you begin

» Ensure that you have domain administrator privileges, or ask the Domain Administrator to
assign you a domain user account for remote access.

* On the server, configure a preferred Domain Name System (DNS) server on the Network
Interface Card (NIC).

About this task

Add the server to an existing domain. Ask your System Administrator to add a Domain Name
System (DNS) static entry for this server. Each Contact Center server in a domain requires a DNS
static entry. Ask your System Administrator to add one DNS static entry for the managed name
and associated Managed IP address.

A typical campus Business Continuity solution with a pair of servers requires three DNS static
entries; one DNS static entry for the active server, one DNS static entry for the standby server,
and one DNS static entry for the managed name and associated IP address. Avaya Contact
Center Select Business Continuity solutions do not support Dynamic DNS.
Procedure

1. Log on to the Avaya Contact Center Select server.
On the Start screen, select Administrative Tools > Server Manager.

In the left pane, select Local Server.

> DN

In the right pane, in the Properties section, double-click on the Domain value.
The System Properties dialog box appears.

In the System Properties dialog box, click the Computer Name tab.

Click Change.

In the Member of section, click the Domain option.

© N O O

Type the domain name. You must provide the fully qualified domain name, which includes
the prefix and suffix.

9. Click OK.
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10.
1.
12.
13.

Type the domain administrator User name and Password.
Click OK.
Restart the server when you are prompted to do so.

Repeat this procedure for the other Avaya Contact Center Select server.

Installing the third-party networking utility

About this task
Install a third-party utility required by Avaya Contact Center Select to support Business Continuity.

Procedure

1.
2.

© ® N O O AW

Log on to the active server.

Using Windows Explorer, navigate to <installation drive>:\Avaya\Contact Center\Manager
Server\CCSMMC\thirdparty\winpcap.

Double-click WinPcap_4_1_3.exe.

On the WinPcap installer dialog, click Next.

On the WinPcap installer Setup Wizard dialog box, click Next.

On the WinPcap installer License Agreement dialog box, click | Agree.
On the WinPcap installer Installation options dialog box, click Install.
On the WinPcap installer dialog, click Finish.

Repeat this procedure on the other Avaya Contact Center Select server.

Resolving the Managed name to the Managed IP Address

About this task

Complete the following procedure to resolve the managed server name to the Managed IP
address. Each Contact Center server in a domain requires a DNS static entry.

© Important:
Business Continuity solutions do not support Dynamic DNS.

Ask your System Administrator to add a Domain Name System (DNS) static entry for the active
and standby servers and one additional DNS static entry for the managed name and associated
Managed IP address.
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In Business Continuity solutions using local WebLM, the managed IP address must be lower than
the active and standby server IP addresses. For example, if the active server IP address is 1.2.3.4
and the standby server IP address is 1.2.3.5, the managed IP address is 1.2.3.3.

A typical Business Continuity campus solution with a pair of servers requires 3 DNS static entries;
one DNS static entry for the active server, one DNS static entry for the standby server, and one
DNS static entry for the managed name and associated Managed IP address.

Perform this procedure on the active and standby servers.

Procedure
1. Open Windows Explorer.
2. Go to the folder C:\Windows\system32\drivers\etc.
3. Double-click on the hosts file, select Open, and select Notepad.
The hosts file opens in Notepad.
4. Add the Managed IP address and the managed server name to the hosts file.
© Important:

The Managed Server name can be a full name or netbios server name.

Configuring Avaya Aura® Media Server replication
About this task

Configure the standby Avaya Contact Center Select Avaya Aura® Media Server to replicate (copy)
media files from the Content Store of the active Avaya Contact Center Select Avaya Aura® Media
Server.

Content Store replication provides media storage replication. If the solution Administrator adds
new media files to the Avaya Aura® Media Server of the active Avaya Contact Center Select,
these media files are automatically copied to the Avaya Aura® Media Server of the standby Avaya
Contact Center Select system.

Avaya Aura® Media Server uses a custom password protected account to secure Avaya Aura®
Media Server Content Store replication. Configure both Avaya Aura® Media Servers with the same
replication account username and password details. The Avaya Aura® Media Server replication
account is a custom account used only to secure the Avaya Aura® Media Server Content Store
during replication, it is not an operating system account.

Procedure

1. On the Avaya Aura® Media Server of the primary Avaya Contact Center Select system,
start a Web browser.

2. In the address box, enter https://SERVER_IP_ADDRESS:8443/em. Where
SERVER_IP_ADDRESS is the IP address of the Avaya Aura® Media Server of the primary
Avaya Contact Center Select system.
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3.

1.

12.
13.
14.
15.

16.

17.

18.

19.
20.
21.
22.
23.
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© © o N o v

In the User ID box, type the Avaya Aura® Media Server User ID log on account name. The
default Element Manager User ID account name is cust.

In the Password box, type the Avaya Aura® Media Server Element Manager password.
The default Element Manager password is the cust password for the Avaya Aura® Media
Server server. The Avaya Aura® Media Server replication account is a custom account
used only to secure the Avaya Aura® Media Server Content Store during replication, it is
not an operating system account.

Click Sign In.

In the navigation pane, click Cluster Configuration.

Select Server Designation.

Under Local Server, from the Role list select Primary.

Under Replication Account, select the Enable Replication Account check box.

In the Username box, type a username for the replication account. This value is arbitrary,
but you must use the same value for both Avaya Aura® Media Server servers.

In the Password box, type a password for the replication account. This value is arbitrary,
but you must use the same value for both Avaya Aura® Media Server servers.

In the Confirm Password box, retype the password.
Click Save.
Click Confirm.

On the Avaya Aura® Media Server of the standby Avaya Contact Center Select system,
start a Web browser.

In the address box, enter https://SERVER _|IP_ADDRESS:8443/em. Where
SERVER_IP_ADDRESS is the IP address of the Avaya Aura® Media Server of the standby
Avaya Contact Center Select system.

In the User ID box, type the Avaya Aura® Media Server User ID log on account name. The
default Element Manager User ID account name is cust.

In the Password box, type the Avaya Aura® Media Server Element Manager password.
The default Element Manager password is the cust password for the Avaya Aura® Media
Server server. The Avaya Aura® Media Server replication account is a custom account
used only to secure the Avaya Aura® Media Server Content Store during replication, it is
not an operating system account.

Click Sign In.

In the navigation pane, click Cluster Configuration.
Select Server Designation.

Under Local Server, select Primary from the Role list.

Under Replication Account, select the Enable Replication Account check box.
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24. In the Username box, type the username for the replication account that you specified on
the Avaya Aura® Media Server of the primary Avaya Contact Center Select system.

25. In the Password box, type the password for the replication account that you specified on
the Avaya Aura® Media Server of the primary Avaya Contact Center Select system.

26. In the Confirm Password box, retype the password.
27. Click Save.
28. Click Confirm.

29. In the navigation pane, select Replication Settings.

AVAYA Avaya Aura® Media Server Help | Sign Out
Managing: (5]
Logs Home » Cluster Configuration » Repiication Setfings
Monitoring ~

Applications
Operational State
Signaling Translations This task allows administrators to configure cluster replication settings.

Cluster Configuration
High Availability
Server Designation

Replication Settings

Replication Settings SDR Replication OSs O
Load Balancing
Advanced Setlings OMReplication: [1 S ©

System Confi i

LRI LENE LTERLT Configuration Replication S O
Server Profile
Network Settings Redundant SDR and OM Replication: [ S ©
Signaling Protocols
Media Processing Master Cluster Primary Mode Address I:l S (1-512 characters)
Application Interpreters
Monitoring Settings
Session Delail Records [ Save ] [_cCancel | [ Restore Defaults
Content Store v
Logging Settings

< >

30. Select Configuration Replication.

31. In the Master Cluster Primary Node Address box, type the IP address of the Avaya
Aura® Media Server for the primary Avaya Contact Center Select.

32. Click Save.
33. Click Confirm.

Configuring ACCS to use IP Office resilience

Before you begin
« If your IP Office solution does not support IP Office resilience, skip this procedure.
About this task

If your IP Office system has an IP Office Secondary Server and if it is configured to support voice
platform resilience, configure Avaya Contact Center Select to use the resilient IP Office system.

If your solution uses TLS communication between Avaya Contact Center Select and IP Office, for
more information about configuring TLS security certificates, see Avaya Contact Center Select
Advanced Administration.
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Procedure
1. Log on to the Avaya Contact Center Select active server.
2. On the Apps screen, in the Avaya section, select Server Configuration.

3. In the Server Configuration dialog box, under SIP, click the Network Settings tab.

) Server Configuration = | =] ==
AVAYA Contact Center Server Configuration
, Main Menu )
Local Settings IP Office Settings
Licensing IF Address Port Transport
= |, SIP
e i 172.18.215.70 5060 TCP
Y twork Settings IP Office Address (Primary) v
L.fi®) Local Subscriber IP Office System Password seensnen
';EJ CCT Server []Received Certificate Checks {(CTI)
(&) WS Open Interfaces
{1z} SalesForce IP Office (Primary) CTI Transport 50796 |15 o,
Use IP Office Resilience
IP Office Address (Secondary) |172.18.19185 5060 | |TCP w
IF Office System Password .
[] Received Certificate Checks (CTI)
Registration Switchover Delay (seconds) | 12p
P Office (Secondary) CTI Transport 50797 |Tcp
Exit | | apply All

4. Select Use IP Office Resilience.

5. In the IP Office Address (Secondary) box, type the IP address of the IP Office Secondary
Server.

6. In the Secondary Server Port box, type the server listening port. The default port is 5060.
7. From the Secondary Server Transport list, select the transport type, TCP or TLS.

8. In the Secondary Server IP Office System Password box, type the system password for
your IP Office Secondary Server. Ask your IP Office Administrator for the System
Password. If this password changes on the IP Office server, you must update the password
in Server Configuration.
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9. If Avaya Contact Center Select communicates with the IP Office Secondary Server using
TLS certification, to enable IP Office Certificate Validation, select Received Certificate
Checks (CTI).

10. In the Registration Switchover Delay (seconds) box, type the length of time in seconds
that the Avaya Contact Center Select server attempts to reconnect to the IP Office Primary
Server before attempting to switchover to the IP Office secondary server. The maximum
configurable delay is 600 seconds.

11. From the IP Office (Secondary) CTI Transport list, select the CTI transport type, TCP or
TLS.

12. In the Server Configuration dialog box, under SIP, click the Local Subscriber tab.

0 Server Configuration \;‘i-

AVAYA Contact Center Server Configuration

. Main Menu )
-{i9)) Local Settings Local SIP Subscriber
Licensing
=l SIP SIP Server Type
0 ) Domain Name
~-(1Z) Network Settings P Office
aaccdomain, com
~{iZ) CCT Server SIP Server Version
—{iZ)) WS Open Interfaces

-z SalesForce Local listening ports {on the CLAM IP address)

Third Line Enabled
TCP/UDP Port 5060
Media Services Locale

TLS Port 5061
en_us [¥]

Primary IP Office 9000
SIF Line Extension Number

Secondary IP Office
SIP Line Extension Number

Password sanens

Exit || Apply Al |

13. In the Secondary IP Office SIP Line Extension Number box, type the IP Office SIP User
Extension Number used to register Avaya Contact Center Select with the IP Office
Secondary Server.

14. In the Password box, type the password of the IP Office SIP User Extension Number for
the IP Office server.
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15.
16.

Click Apply All.

On the Restart Required message box, click Yes.

Configuring CCMM General Administration

About this task

Agent Desktop communicates with the Communication Control Toolkit (CCT) component of Avaya
Contact Center Select to handle voice contacts. Agent Desktop communicates with the Contact
Center Multimedia (CCMM) component of Avaya Contact Center Select to handle multimedia
based contacts.

Use the CCMM Administration tool to configure standby CCMM and CCT details.
0 Important:

Changes to the CCMM Server Settings might require a server restart before they take effect.

Procedure

1.
2.

Start Internet Explorer.

In the Address box, type the URL of the Avaya Contact Center Select active server. The
default URL is:

http://<server name>

where <server name> is the host name of the active Avaya Contact Center Select server.

3. Press Enter.

4. In the main Contact Center Manager Administration logon window, in the User ID box, type

the user name. The default user ID is Administrator.

5. In the Password box, type the password. The default user password is Administrator.

. Click Log In.

Contact Center Manager Administration (CCMA) displays the date and time of your last
login and also the number of failed login attempts before a successful login.

7. From the Launchpad, select Multimedia.

July 2018

In the left pane, select the CCMM server to administer.

The system displays the Multimedia Administration screen in the right pane.

. Select Install prerequisite software.
10.
11.

Click Launch Multimedia Client.
On the File Download box, click Run.

The prerequisite software takes some time to install. After the install, the CCMM
Administration utility appears.
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Configuring CCMM General Administration

In the left column of the CCMM Administration tool, select General Administration.
Click Server Settings.

Ensure that Contact Center Manager Server is configured with the Managed IP address
of the Avaya Contact Center Select Business Continuity pair.

Ensure that Contact Center License Server is configured with the Managed IP address
or managed name of the Avaya Contact Center Select Business Continuity pair.

Ensure that Contact Center Manager Administration is configured with the managed
name of the Avaya Contact Center Select Business Continuity pair.

Ensure that Contact Center Multimedia Server is configured with the Managed IP
address or managed name of the Avaya Contact Center Select Business Continuity pair.

Ensure that Communication Control Toolkit Server is configured with the Managed IP
address of your Avaya Contact Center Select Business Continuity pair.

A CCMM Administration =1 1= -
Edit Current Servers
AVAyA Server Type Hostname Port
Contact Center Manager Server <ManagedName> 4422
G Administrati Contact Center Manager Administrator <ManagedName> 20
4 Benera Adminiiration Contact Center License Server <ManagediName= 3998
). Server Settings e N n
Communication Contrel Teolkit Server <Managedhame> 20373
"_? Skillset Settings Standby CCT Server NOT_CONFIGURED 20373
53 Administrator Settings Contact Center Multimedia Server <ManagedName= 1972
& Agent settings Geographic Standby CCMM Server NOT_CONFIGURED 1972
& General Settings External Web Server NOT_CONFIGURED 3080
@& office Hours Reporting Server (P2P IMs and Voice history)
Inbound Mail Server WAEVLONDOM 110
Outbound SMTP Server WAEVLONDOM 25
Predictive Application Server NOT_CONFIGURED 40000
Predictive Reporting Server NOT_CONFIGURED 40000
TSP Dialer NOT_CONFIGURED
Directory LDAP Server MNOT_COMNFIGURED 389
E-mail CC Web Stats
‘Web Comms
IM
Voice Mail
Fax
Scanned Documents
Text Messaging (SMS)
Agent Desktop Configuration
‘General Administration
User: Administrator I Server Time: 12:49 I Status:
In the left column select E-mail.
Click General Settings.
Ensure that the Inbound URL is of the form http://<ManagedIPAddress>/
inboundattachment.
Avaya Contact Center Select Business Continuity 83

Comments on this document? infodev@avaya.com



mailto:infodev@avaya.com?subject=Avaya Contact Center Select Business Continuity

Campus Business Continuity configuration

22. Ensure that the Outbound URL is of the form http://<ManagedIPAddress>/
outboundattachment.

Verifying services are ready for Business Continuity
About this task

Verify that all services stop before you configure Business Continuity. This ensures that all
resources are available to the active server when it starts.

Perform this procedure using the System Management and Monitoring Component (SMMC) on
both Avaya Contact Center Select servers.

Procedure
1. Log on to the active server.

2. On the Windows System Tray, right-click on the System Management and Monitoring
Component (SMMC) system tray icon, and select Stop System.

Stop System
Disable Switchover

Launch SCML

System Information

Disable Mext Auto Startup

13:19
N R

13/07/2015

3. Repeat this procedure on the other Avaya Contact Center Select server.

Configuring Business Continuity on the active server
About this task

Configure Business Continuity (BC) on the active server using the Business Continuity utility. The
active server is the server that normally processes calls. The Business Continuity configuration
utility user interface is disabled when the BC system is shadowing.

You might need to restart the server to apply the settings.
Procedure
1. Select one server to be the active server and log on.

2. On the Apps screen, in the Avaya section, select Business Continuity.
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Configuring Business Continuity on the active server

Expand Configuration.

Double-click Server Mode.

Under Server Mode, select Active (Campus).

Under Switchover And Network Timeout Configuration, select Enable Switchover.

Under Switchover And Network Timeout Configuration, in the Timeout box, type the
maximum length of time the network connectivity tests can continue to fail consecutively
before corrective action is considered.

Under Switchover And Network Timeout Configuration, from the drop down list, select
the unit of time for the network connectivity tests.

Under IP Configuration, in the Active CLAN box, type the IP address for the active
server.

Under IP Configuration, in the Standby CLAN box, type the IP address for the standby
server.

Under IP Configuration, in the Managed IP box, type the managed IP address.
Under IP Configuration, in the Trusted IP box, type the IP address of a trusted server.

Under SMMC Port Configuration, in the Local SMMC Port box, type the port number for
System Management and Monitoring Component (SMMC) on the local (active) server.

Under SMMC Port Configuration, in the Remote SMMC Port box, type the port number
for System Management and Monitoring Component (SMMC) on the remote (standby)
server.
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1] Business Continuity = | = -

AVAYA Contact Center Business Continuity

| Main Menu {(Active)

= Cnﬁguration Server Mode Switchover And Metwork Timeout
B)]server Mode _
I)) Notifications ) NonBC (@) Active (Campus) () Standby [] Enable Switchover
----- © System O Active RGN) O RGN Timeout |5 Seconds

IP Configuration

Active CLAM |10,134.38.111 Standby CLAN |10,134,38,112

Managed IP |10.134.38.124 Trusted IP 10.134.38.254

Remote Geographic Node

SMMC Port Configuration

Local SMMC Port 5712 Remote SMMC Port | 57012

15. Click Save.

16. If a Business Continuity message box appears requesting a server reboot, click OK to
reboot the server.

Variable definitions

Name Description

Timeout The Business Continuity feature tests network
connectivity between BC components by default
every 100 milliseconds (100ms). The Timeout value
sets the maximum length of time these network
connectivity tests can continue to fail consecutively
before corrective action is considered. The
maximum Timeout value is 30 seconds.

Table continues...
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Name

Description

Avaya recommends that you set Timeout value long
enough to be tolerant of normal network latency, but
short enough to be responsive if a failure occurs.

Active CLAN

The IP address for the server initially configured in
Active mode.

Standby CLAN

The IP address for the server initially configured in
Standby mode.

Managed IP

The virtual Managed IP (MIP) address that is used
by the active server for campus resiliency. A MIP is
used only when the active and standby servers are
in the same subnet.

Trusted IP

The active and standby servers use the Trusted IP
address to verify network connectivity. If the active
server cannot communicate with the standby server
it attempts to communicate with the Trusted IP
address. If the active server cannot communicate
with the Trusted IP address, if shadowing and
switchover are enabled, then the active server stops
processing contacts and shuts down. The standby
server starts processing contacts if it cannot
communicate with the active server but can
communicate with the Trusted IP address.

Avaya recommends that you use the IP address of
some part of your IT infrastructure that is always
available to respond to a ping request, as the
Trusted IP address.

Local SMMC Port

The port number for System Management and
Monitoring Component (SMMC) on the local (active)
server. The default port number is 57012.

Remote SMMC Port

The port number for System Management and
Monitoring Component (SMMC) on the remote
(standby) server. The port number entered here
must match the port number set on the remote
(standby) server. The default port number is 57012.

Configuring email notification on the active server

Before you begin

* If anonymous users are allowed, a user name and password might not be required. Check
with the Administrator of the email server for setup configuration.
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About this task

If an automatic switchover occurs, the Business Continuity utility can send email messages to
configured users at a defined interval.

The default email notification character set is US_ASCII. The following character sets are also
supported:

+ 1ISO-8859-1
* UTF-8
+ UTF-16BE
« UTF-16LE
* UTF-16
Procedure
1. Log on to the active server.
On the Apps screen, in the Avaya section, select Business Continuity.
Expand Configuration.
Double-click Notifications.
Select the Email check box.
Type the SMTP Server name.
Type the Username.
Type the Password.
Type the From Address.
Type the To Address or Addresses.

RGN
=0 © ® N o o k0D

Click Save to save the data.

Variable definitions

Name Description
Email Enables or disables email notifications.
SMTP Server The SMTP Server name, which is automatically
verified when saving the data.
Username Email User log on name.
Password Email User log on password.
Charset Email character set to use.
From Address Email address to send notifications from.
To Address Email address to send notifications to.
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Backing up the database on the active server
About this task

The active server is configured for Business Continuity. Now the standby server must be prepared
for Business Continuity. Back up the active server to create a snapshot of the database which is
then restored to the standby server. On the active server, all databases must be backed-up.

© Important:

You must back up the active server database, restore it onto the standby server, and enable
shadowing within 24 hours. If the difference in time between the active and standby server
database content is greater than 24 hours then database shadowing does not work. If
shadowing is stopped for more than 24 hours then you must backup the active server
database and restore it onto the standby server before re-enabling shadowing. Ensure that
the system clock time on the active and standby servers are synchronized.

© Important:

Do not use a folder on the active or standby servers as the backup location.

Procedure

1.

o &~ e DN
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Log on to the active server.

On the Apps screen, in the Avaya section, select Database Maintenance.
Click Backup Locations.

Click Create.

From the Driver Letter list, select the network drive on which you want to store the CCMS,
CCT, CCMM, ADMIN, and CCMA databases.

In the UNC Path box, type the location to store the backup, in the format W\Computer Name
\Backup Location. This location must be a shared folder with correct permissions.

In the User Name box, type the user name used to log on to the computer specified in the
UNC Path box. The user name is in the format Computer Name\Account Name.

In the Password box, type the Windows password.

. Click Save.
10.
1.
12.
13.

In the left pane, click Immediate Backup.

In the Media Type section, select Network Location.

From the Backup Location list, select the network drive on which to store the backup.
Click Backup.

Avaya Contact Center Select Business Continuity 89
Comments on this document? infodev@avaya.com



mailto:infodev@avaya.com?subject=Avaya Contact Center Select Business Continuity

Campus Business Continuity configuration

1] Database Maintenance = | = -
AVAYA Contact Center Database Maintenance
. Main Menu (Active) )
(4% Backup Locations Immediate Backup
= Media Type Application
|'n; i::::lfd Backup () Tape Drive eer
1) - D
) Migration (@) Metwork Location s
.12 Integrated Reporting Server cevm [
ADMIM
CCMA
Backup Location [N Last Backup Finished: 13-Jul-2015 11:04 Location M
Information
Exit | | Help | | Backup

Restoring the database on the standby server

Before you begin

» Know the location of the backup database. Use the Database Maintenance utility to create a
backup location on the standby server.

» Ensure no traffic is running on the standby server.

+ Stop shadowing if shadowing is running on the standby server.

 Stop all Contact Center services, if services are running.

* Ensure the patch level on the standby server is the same as the active server.
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© Important:

Not all CCT data is stored in the database; therefore the following data must be
configured on the standby server, CCT License, CCT Contact Management Framework,
CCT SOA configuration (CCT Web Services), and CCT logging location.

© Important:

You must restore all databases on an Avaya Contact Center Select server. Restoring
only CCMS and not CCT, CCMM, CCMA, or ADMIN might leave an inconsistent server
and Business Continuity cannot shadow data correctly.

© Important:

Restoring the ADMIN database can change configuration of Backup locations on the
standby server if the active server and standby server backup locations are different.
Therefore, after you restore the ADMIN database, close and reopen the Database
Maintenance utility.

About this task

Restore the database from the active server to the standby server to ensure the databases are
consistent. The Database Maintenance utility can restore all application databases at once.
Restore the data for the CCMS, CCMA, CCT, CCMM and ADMIN databases.

You must restore the CCMS, CCMA, CCT, CCMM and ADMIN database onto the standby server.
© Important:

You must back up the active server database, restore it onto the standby server, and enable
shadowing within 24 hours. If the difference in time between the active and standby server
database content is greater than 24 hours then database shadowing does not work. If
shadowing is stopped for more than 24 hours then you must backup the active server
database and restore it onto the standby server before re-enabling shadowing. Ensure that
the system clock time on the active and standby servers are synchronized.

Procedure

1.

Log on to the standby server.

2. On the Apps screen, in the Avaya section, select Database Maintenance.
3.
4

. In the right pane, under Media Type, select the media type on which the backup is

In the Database Maintenance dialog box, in the left pane, click Restore.

restored.

If the backup file is on the network drive, in the Backup Location list, select the backup
location.

Under Application, select CCMS, CCT, CCMM, ADMIN, and CCMA.

7. Under Restore contents, select Data.

July 2018

© Important:

Do not select Schema or Offline.

. Click Restore.
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0 Database Maintenance -0 -
AVAYA Contact Center Database Maintenance
. Main Menu (Active)
i--{Z) Backup Locations Restore_ .
i 1%) Immediate Backup Media Type Application Restore contents
. I:g:l St:hduled Backup () Tape Drive ccT Data
i"- ore
-fI=)) Migration (®) Network Location S Schema
‘{1z Integrated Reporting Server CCMM [] offine
ADMIN
CCMA
Backup Location |M W
Information
| Exit | | Help | | Restore

9. Use the Information field to monitor the progress of the restoration.

10. Click Exit to close the Database Maintenance utility.

Variable definitions

Name Description

Application The database and applications of Contact Center
that you can back up.

Backup Location The destination of the network disk. The values are
configured in the Backup Locations.

Restore contents The type of content that is stored in the database.

Data is in the database.

Table continues...
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Name Description
Schema is the data for the database structure,
tables and procedures.

Media type The type of media used for your backup file. You

can use a network disk location or a tape drive.

If you use a network disk location, you must
configure a destination before you can back up the
file.

Verifying server details on the standby server

Before you begin
» The active server databases are restored on to the standby server.
About this task

After you restore the active server database on to the standby server, verify that the standby
server is configured correctly.

Procedure

July 2018

. Log on to the standby server.

On the Apps screen, in the Avaya section, select Server Configuration.

In the Server Configuration dialog box, click the Local Settings tab.

Verify the standby server local settings.

In the Server Configuration dialog box, click the Licensing tab.

Verify the standby server licensing details.

In the Server Configuration dialog box, under SIP, click the Network Settings tab.
Verify the standby server SIP Network Settings details.

In the Server Configuration dialog box, under SIP, click the Local Subscriber tab.

. Verify the standby server SIP Local Subscriber details.
. Click Apply All.

. On the Restart Required message box, click Yes.

. Click Exit.
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Variable definitions

Name

Description

Avaya Server Subnet IP Address

The IP address of the Avaya Contact Center Select
server.

IP Office Settings

+ IP Office Address

* |P Office System Password
 Port

The networking details for the IP Office voice
platform.

Local SIP Subscriber
« SIP Line Extension Number

« Password

The IP Office SIP User Extension Number used by
Avaya Contact Center Select to register for CTI call
control and SIP session messaging.

Local SIP Subscriber

¢ Domain Name

Information about the environment of the SIP-
enabled contact center and how to identify the
server within the network.

Associated domain name for the SIP- enabled
contact center.

MS Locale

Locale (including language and dialects) of the
system environment.

Local Listening Ports

The SIP Communication protocol accepted by the
system for incoming calls.

TCP/UDP Port default is 5060
TLS Port default is 5061

Configuring the Campus standby Avaya Aura® Media
Server

Before you begin
Ensure that Contact Center services are running.
About this task

After restoring the database from the active server to the standby server, the standby server
configuration has the details of the active server Avaya Aura® Media Server. On the standby
server, in Contact Center Manager Administration, change the Avaya Aura® Media Server details
to use the standby server Avaya Aura® Media Server.

Procedure

1. Log on to the standby server.
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Log on to the Contact Center Manager Administration application with administrative
privileges.

3. On the Launchpad, click Configuration.

B

® N o o

13.
14.
15.

16.
17.
18.

19.

20.
21.
22.
23.
24.

25.
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From the list of servers in the system tree, select the CC server.

The CC server has the active server details.

Right-click on CC, and select Edit Properties.

In the Server Name box, type the name of the standby server.

In the IP Address box, ensure that the IP address of the standby server appears.
Click Submit.

From the list of servers in the system tree, expand the CC server.

. Select the Media Services and Routes folder.
11.
12.

In the Media Services and Routes table, select ACC_APP_ID.

In the Selected box, select the active server Avaya Aura® Media Server, and click the left
arrow (<).

The server moves to the Available list.
Click Submit.
From the system tree, select the Media Servers folder under the CC server.

In the Media Servers list, select the row for the active server Avaya Aura® Media Server,
and press Delete.

On the Confirm Delete dialog, click Yes.
In the Server Name box, type the name of the standby server Avaya Aura® Media Server.

In the IP Address box, type the IP address of the standby server Avaya Aura® Media
Server.

In the Port box, type the port of the standby server Avaya Aura® Media Server.

The port number must match the Avaya Aura® Media Server port number. The default is
5060.

Select Master Content Store.

Click any other row in the table to save your changes.

From the system tree, select the Media Services and Routes folder under the CC server.
In the Media Services and Routes table, select ACC_APP_ID.

In the Available box, select the standby server Avaya Aura® Media Server that you
configured, and click the right arrow (>).

The server moves to the Selected list.
Click Submit.
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Configuring Business Continuity on the standby server

Before you begin

* The active server databases are restored on to the standby server.
About this task

Configure Business Continuity on the standby server using the Business Continuity utility. The
standby server shadows the active server and takes over processing if the active server fails.

You might need to restart the server to apply the new settings.

Procedure

1.

2L T

Log on to the standby server.

On the Apps screen, in the Avaya section, select Business Continuity.
Expand Configuration.

Double-click Server Mode.

Under Server Mode, select Standby.

Under IP Configuration, in the Active CLAN box, type the IP address for the active
server.

Under IP Configuration, in the Standby CLAN box, type the IP address for the standby
server.

Under IP Configuration, in the Managed IP box, ensure the Managed IP address
appears.

9. Under IP Configuration, in the Trusted IP box, type the IP address of a trusted server.

1.

July 2018

. Under SMMC Port Configuration, in the Remote SMMC Port box, type the port number

for System Management and Monitoring Component (SMMC) on the remote (active)
server.

Under SMMC Port Configuration, in the Local SMMC Port box, type the port number for
System Management and Monitoring Component (SMMC) on the local (standby) server.
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1] Business Continuity = | = -
AVAYA Contact Center Business Continuity
. Main Menu (5tandby)
=L Configuration Server Mode Metwork Timeout
----- System () MonBC () Active (Campus) (® Standby
() Active (RGN) () RGN Timeout |5 Seconds
IP Configuration
Active CLAM |10.134.33.111 Standby CLAN | 10.134.38.112
Managed IP |10.134.38.124 Trusted IP 10.134.38.254
Remote Geographic Node
SMMC Port Configuration
Local SMMC Port 5712 Remote SMMC Port | 57012
Exit | | Help | | Save
12. Click Save.

13. If a Business Continuity message box appears requesting a server reboot, click OK to

reboot the server.

Variable definitions

Name Description
Active CLAN The IP address for the server initially configured in
active mode.
Standby CLAN The IP address for the server initially configured in
standby mode.
Managed IP The virtual Managed IP (MIP) address that is used
by the active server for campus resiliency.
Table continues. ..
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Name Description
A MIP is used only when the active and standby
servers are in the same subnet.

Trusted IP The active and standby servers use the Trusted IP

address to verify network connectivity. If the active
server cannot communicate with the standby server
it attempts to communicate with the Trusted IP
address. If the active server cannot connect to the
Trusted IP address on startup then no Contact
Center services start on that server. If the active
server cannot communicate with the Trusted IP
address, if shadowing and switchover are enabled,
then the active server stops processing contacts
and shuts down. The standby server starts
processing contacts if it cannot communicate with
the active server but can communicate with the
Trusted IP address.

Avaya recommends that you use the IP address of
some part of your IT infrastructure that is always
available to respond to a ping request, as the
Trusted IP address.

Local SMMC Port

The Network Management port number for System
Management and Monitoring Component (SMMC)
on the local (standby) server. The default port
number is 57012.

Remote SMMC Port

The Network Management port number for System
Management and Monitoring Component (SMMC)
on the remote (active) server. The port number
entered here must match the port number set on
the remote (active) server. The default port number
is 57012.

Starting the active server

About this task

Start the active server using the System Management and Monitoring Component (SMMC)
system tray. Starting the active server starts Contact Center applications and system processes.

Procedure

1. Log on to the active server.

2. On the Windows taskbar of the active server, right-click on the System Management and
Monitoring Component (SMMC) system tray, and select Start BC System. If the active
server was previously rebooted, the system might already be started.
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Starting the active server

I Start BC System I

Stop BC System
Disable Switchover

Launch SCML

System Information

Database Information

Disable Mext Auto Startup

, 13:26
~ < BOBE 505005

3. Using the System Control and Monitor Utility (SCMU), verify that the Contact Center
services are running.
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= System Control and Monitor Utility - |0 -
AVA A Contact Center
System Control and Monitor Utility

| Contact Center | LM | CCMS |cCcMA | cCT | cCMM |

Profile: default
& CCM5_MasterService & TAD NT Maming_Service & EB_Service
& MAS Service Manager NDOLOAM _Service & RDC_Service
& MAS Service Dasmon NCCOAM_Service & HDC_Service
MAS Linkhandler & NITSM_Service & E5_Service
& MAS Fault Manager & HDM_Service & SDP_Service
& MAS Security & CCM5_XMPP_Service & cows
& MAS Event Scheduler & A5M_Service & RSM_Service
& MAS OM Server & CCM5_0AM _CMF_Service @2 1S_Service
& MAS Config Manager & SDMCA_Service & TFABRIDGE_Service
& NENM_Service & TFA_Service & Host Application Integration
& OAM_Service & TFE_Service &} TreBridgeConnector
) NBTSM_Service MLSM_Service MAS Time Service
& AUDIT_Service WSM_Service & CCM5_NBMSM_Service
NINCCAudit_Service @) CCMS_SIP_Service CCMS_UNE_Service
£ [[[] >

|CCMS status: Started

Advanced

Enter password:

Progress

Ready

Help || Wiew log || Close

Starting shadowing on the standby server

About this task

Start shadowing on the standby server using the System Management and Monitoring Component
(SMMC) system tray.
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The standby server shadows the active server, maintaining a near real-time local copy of the
Contact Center applications and Administration databases. Therefore, the standby server is
configured with the most recent data and it can take over from the active server if necessary.

© Important:

You must backup the active server database, restore it onto the standby server, and enable
shadowing within 24 hours. If the difference in time between the active and standby server
database content is greater than 24 hours then database shadowing does not work. If
shadowing is stopped for more than 24 hours then you must backup the active server
database and restore it onto the standby server before re-enabling shadowing. Ensure that
the system clock time on the active and standby servers are synchronized.

Procedure
1. Log on to the standby server.

2. On the Windows taskbar of the standby server, right-click on the System Management and
Monitoring Component (SMMC) system tray, and select Start BC System.

Start BC System
Stop BC System

Launch SCKMLU
System Infarmation
Dratabase Information

Disable Mext Auto Startup

o w BT NG s

3. On the Apps screen, in the Avaya section, select System Control and Monitor Utility.

4. Verify that the Contact Center services are not running using the SCMU. Check that the
Contact Center services are stopped.
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= System Control and Monitor Utility - |0 -
AVA A Contact Center
System Control and Monitor Utility

| Contact Center | LM | CCMS |cCcMA | cCT | cCMM |

Profile: default
Ed CCM5_MasterService Ed TAD NT Maming_Service Ed EB_Service
Ed MAS Service Manager NDOLOAM _Service Ed RDC_Service
Ed MAS Service Dasmon NCCOAM_Service Ed HDC_Service
MAS Linkhandler B4 NITSM_Service A ES_Service
EAd MAS Fault Manager 4 HDM_Service 4 SDP_Service
Ed MAS Security Ed CCM5_XMPP_Service Ecows
Ed MAS Event Scheduler Ed ASM_Service K4 RSM_Service
Ed MAS OM Server Ed CCM5_0AM _CMF_Service Ed IS_Service
Ed MAS Config Manager Ed SDMCA_Service Ed TFABRIDGE_Service
Ed NENM_Service Ed TFA_Service Ed Host Application Integration
Ed OAM_Service Ed TFE_Service Ed TieBridgeConnector
Ed NBTSM_Service MLSM_Service MAS Time Service
Ed AUDIT_Service WSM_Service Ed CCMS_NBMSM_Service
NINCCAudit_Service Ed CCMS_SIP_Senvice CCMS_UNE_Service
£ [[[] >

|CCMS status: Shut down

Advanced

Enter password:

Progress

Ready

Help || Wiew log || Close

Verifying Business Continuity is running

About this task

Verify that the standby server is shadowing the active server using the Business Continuity utility.
The System dialog box of the Business Continuity utility displays system information about the
active and the standby servers.
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The dialog box displays the followings information categories:

+ Computer name and operating system version

« Server mode

Server configuration type

Port information

Remote server connection status

Remote server port information

License information

Databases shadowed

Time of last record shadowed

Database namespaces

Local and remote information on system status, switchover, shadowing and network

CC Application install information

Database space and journaling information

Database processes information

Procedure

1. Log on to the active server.

2. On the Apps screen, in the Avaya section, select Business Continuity.

3. In the left pane, expand Configuration.

4. Select System.

5. Select Get System Configuration.

The most recent system information appears.

6. On to the active server, on the Windows taskbar, right-click on the System Management
and Monitoring Component (SMMC) system tray, and select System Information. The
System Information window displays the current status of Business Continuity on the active
server.
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| s}

System Information 2015-07-13 11:32:08

General information

local ip:

local mode:

local phase:

local state:

Is BC Provisioned:

managed ip:
trusted ip:
rgn ip:

remote ip:
remote mode:
remote phase:
remote state:

10.134.38.111

Provisioned-Active, Runtime: Active
Running

Active Running

Yes

10.134.38.124
10.134.38 254
FfA,

10.134.38 112
Standby
Running
Standby Running

BC cluster switchover allowable variable information

local system BC provisioned: Yes
local system in running state: Yes

local system space connection established:

local system comms established with remote system:
local system all critical services running:

local system not in BC disabled state:

local systam switchover enabled:

local system BC fully licensed:

remote system BC provisioned:

remote system comms established with local system:
remote system not in BC disabled state:

remote system db synced:

Yes
Yes
Yes
Yes
Yes
Yies
Yes
Yes
Yes
Yes
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7. On to the standby server, on the Windows taskbar, right-click on the System Management
and Monitoring Component (SMMC) system tray, and select System Information. The
System Information window displays the current status of Business Continuity on the
standby server.
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B System Information 2015-07-13 11:3301

General information

local ip:

local mode:

local phase:

local state:

local shadow state:

Standby Auto Startup Mode:
Is BC Provisioned:

managed ip:
trusted ip:
rgn ip:

remote ip:
remote mode;
remote phase:
remote state:

10.134.38.112

Frovisioned:Standby, Runtime: Standby
Running

Standby Running

Running

Full HABC

Yes

10.134.38.124
10.1534.38.254
P

10.134.35.111
Active

Running
Active Running

Database shadow information

db shadow status: processing
db shadow checkpoint: 5
db shadow has open transactions: Yes
dh shadow latency: O
db shadow errors: 0

BC cluster switchover allowable variable information

local system BC provisioned: Yes
local system comms established with remote system: Yes
local system not in BC disabled state: Yes

lecal system db synced: Yes

remote system BC provisioned: Yes

remote system in running state: Yes

remote system space connection established: Yes
remote system comms established with local system: Yes
remote system all critical services running: Yes

remote system notin BC disabled state: Yes

remote system switchover allowed: Yes

remote system BC fully licensed: Yes
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Example

AVAYA

Contact Center Business Continuity

L Main Menu (Active)
=1~ || Configuration
[ mi)Server Mode

i=) Motifications

Switchover And Network Timeout
[+ Enable Switchover

Server Mode

(") Mon BC (® ¥ () standby

() Active (RGN) (O RGN Timeout |5 | |Secnnds

v

IP Configuration

Active CLAN |10.134.38.111 Standby CLAN |10.134.38.112

Managed IP | 10.134.38. 124 TrustedIP |10.134.38.254

Remote Geographic Mode |

SMMC Port Configuration

Local SMMC Port  |57012 Remote SMMC Port | 57012

Server Mode fields are disabled as System is running.

Figure 16: A screenshot showing an active server with the Business Continuity system running
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Business Continuity

AVAYA

J Main Menu (Standby)
I Configuration

- (Z) System

Server Mode

Mon BC Active (Campus)

Active (RGN)

IF Configuration

Active CLAN |10.134.38.111

Contact Center Business Continuity

Metwork Timeout

RGN Timeout |5 Seconds

Standby CLAN |10.134.38.112

Managed IP |10.134.38.124 Trusted IP 10.134.38.254

Remate Geographic Node

SMMC Port Configuration

Local SMMC Port 57012

Server Mode fields are disabled as System is running.

Remote SMMC Port 57012

== |

Figure 17: A screenshot showing an active server with the Business Continuity system running

Note the Server Mode fields are disabled as System is running notice on the Business

Continuity user interface.

On the standby server, on the Windows taskbar, right-click on the System Management and

Monitoring Component (SMMC) system tray, note that the Manual Switchover option is now
available. This confirms that database shadowing is working and that switchovers are enabled.
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Stop BC System
Manual Switchover

Launch SCKML
System Information

Dratabase Information

Disable Mext Auto Startup

11:37
s & 9 B e 13/07/2015

Figure 18: A screenshot of the SMMC system tray with the Manual Switchover option available

Changing server details in Contact Center Manager
Administration
About this task

In Contact Center Manager Administration, change the Contact Center Manager Server,
Communication Control Toolkit and Contact Center Multimedia details to use the Business
Continuity Managed IP address and Managed name details.

The Business Continuity Managed IP address and Managed name details entered here must
match those configured in the hosts file.

Procedure

1.
2.

2B T

Log on to the active server.

Log on to the Contact Center Manager Administration application with administrative
privileges.

On the Launchpad, click Configuration.
From the list of servers in the system tree, right-click on CC, and select Edit Properties.
In the Server Name box, type the Business Continuity Managed name of the active server.

In the IP Address box, ensure this is configured with the Business Continuity Managed IP
address of the active server.

In the Display Name box, type the name of Contact Center Manager Server as you want it
to appear in the system tree of Contact Center Administration.

. Click Submit.

9. From the list of servers in the system tree, right-click on CCT, and select Edit Properties.
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. In the Server Name box, type the Business Continuity Managed name of the active server.
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11. In the IP Address box, ensure this is configured with the Business Continuity Managed IP
address of the active server.

12. In the Display Name box, type the name of Communication Control Toolkit as you want it
to appear in the system tree of Contact Center Administration.

13. Click Submit.

14. From the list of servers in the system tree, right-click on CCMM, and select Edit
Properties.

15. In the Server Name box, type the Business Continuity Managed name of the active server.

16. In the IP Address box, ensure this is configured with the Business Continuity Managed IP
address of the active server.

17. In the Display Name box, type the name of Contact Center Multimedia as you want it to
appear in the system tree of Contact Center Administration.

18. Click Submit.

Using the Contact Center Manager Administration
managed name

Before you begin
» Configure Business Continuity on the active and standby servers.
» Change the server details in CCMA.
* Know the user ID and password to log on to the CCMA.

About this task

Use the Business Continuity managed name of Contact Center Manager Administration to access
the CCMA application. When the Contact Center Business Continuity feature is configured and
enabled, re-direct all Contact Center Manager Administration client Web browsers to use the
managed server name of the server CCMA is installed on.

If you have a Business Continuity campus solution Avaya recommends that you log on to the
CCMA Web client using the managed name of the active server. If an active application or server
fails, the CCMA client Web browser continues to use the managed name and you can continue
working without interruption.

© Important:

Do not type the real or Managed IP address in the Address box. Using an IP address results
in problems with Scripting, Historical Reporting, Configuration, Contact Center Management,
and Access and Partition Management.

Procedure

1. Start Internet Explorer.
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. In the Address box, type the URL of the server CCMA is installed on.

The default URL is https://<managed name>; where <managed name> is the managed
name of the Business Continuity server pair.

3. In the User ID box, type your user ID.

4. In the Password box, type your password.

5. Click Login.

Uninstalling Agent Desktop client software

Before you begin

Ensure that the Agent that uses the Agent Desktop computer is logged off.
About this task

Uninstall the existing Agent Desktop client software from the client computers. In solutions using
Business Continuity, you must uninstall the Agent Desktop client software downloaded directly
from the original Avaya Contact Center Select server. In Business Continuity solutions you must
download the Agent Desktop client software from the Managed IP or Managed name of the Avaya
Contact Center Select Business Continuity pair. This ensures Agent Desktop Business Continuity
support and future software updates.

Procedure

1.

Log on to the Agent Desktop computer.

2. Click Start > Control Panel > Add or Remove Programs.

3. From the list of Currently installed programs, select Avaya Agent Desktop.
4,
5

. On the Avaya Agent Desktop dialog, select Remove the application from this

Click Change/Remove.

computer.

6. Click OK.

7. Follow the on-screen instructions to uninstall Agent Desktop software.

Repeat this procedure for all the Agent Desktop client computers.

Configuring the managed name for Agent Desktop

About this task

Configure the Agent Desktop installer on the Avaya Contact Center Select active server to use the
Business Continuity managed name.
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Procedure
1. Log on to the Avaya Contact Center Select active server as the administrator.
2. Open a command prompt window and navigate to the Agent Desktop folder:

<Installed Drive>:\Avaya\Contact Center\Multimedia Server\Agent
Desktop)\

3. Enter setup.exe -url
Make a note of the existing URL value.
4. Enter setup.exe -url=https://ACCS SERVER MANAGED NAME/agentdesktop/

Where ACCS_SERVER_MANAGED_NAME is the managed name of your Avaya Contact
Center Select Business Continuity pair.

5. Enter setup.exe -url

6. Confirm that the Agent Desktop installer now uses your Avaya Contact Center Select
Business Continuity pair managed name.

For example:

=10] x|

D:=%Avaya~Contact Center~Multimedia Server~Agent Desktoplsetup.exe —ur1=}1ttps://r‘lu
yManagedName ~agentdesktop~” l

D:“Avaya~Contact Center~Multimedia Server“Agent Desktoplsetup.exe —url

D:=“Avayas~Contact Center~Multimedia Server-Agent Desktop’>

]

url=https: {fMyManagedMame fagentdesktop/
componentsurl=(none)
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Installing Agent Desktop client software

Before you begin
* Ensure that Avaya Contact Center Select Business Continuity is configured.

* Know the Managed IP address or managed name of the Avaya Contact Center Select
Business Continuity pair. For more information about the Managed IP address to use, see
Configuring Business Continuity on the Active Server on page 84.

About this task
Install Agent Desktop software to handle Avaya Contact Center Select customer contacts.

Procedure
1. Log on to the client computer.

2. In Windows Explorer or Internet Explorer, enter the HTTP address (URL) provided by your
Domain Administrator. The URL format is http:/<Avaya Contact Center Select Managed IP
address>/agentdesktop. For example, type

http://10.134.38.124/agentdesktop
3. Click Launch.
4. Follow the on-screen instructions to download and install the Agent Desktop software.

5. Repeat this procedure for each client computer.

Verifying Campus Business Continuity switchovers

Before you begin

» Configure Campus Business Continuity on the active and standby Avaya Contact Center
Select servers.

» To support Business Continuity resiliency, the Avaya Contact Center Select agents must each
have an associated Windows domain user account in the same Windows domain as the
active and standby servers. Create Avaya Contact Center Select agents with associated
Windows domain accounts. Log these domain-enabled agents in to Agent Desktop. Use
these domain-enabled Avaya Contact Center Select agents to verify Business Continuity
resiliency.

About this task

Verify the Campus Business Continuity feature and infrastructure by making a manual switchover
from the active Avaya Contact Center Select server to the standby Avaya Contact Center Select
server.
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© Note:

Verify Avaya Contact Center Select Campus Business Continuity before placing the system
into production.

Procedure

July 2018

1. Log on to the current active Avaya Contact Center Select (ACCS) server.

2. On the Windows taskbar, right-click on the System Management and Monitoring

Component (SMMC) system tray, and select Manual Switchover.

Stop BC System
Manual Switchover

Disable Switchaover
Revert to Primary IP Office

Launch SCMU
System Information
Database Information

Disable Mext Auto Startup

11:34
2 OBE e

The Campus Business Continuity system begins to transition Customer contact processing
from the currently active ACCS server to the current standby server. When the transition is
complete, the current standby server becomes the active server.

It typically takes a few minutes to switch over to the standby server. During this time, all
active customer contacts are dropped.

. Using System Control and Monitor Utility (SCMU), verify that the Contact Center services

are stopping on the active server. Verify that the Contact Center services on the active
server stop running.
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Prafile: default

Contact Center
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Ed CCM5_MasterService
Ed MAS Service Manager
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EAd MAS Fault Manager
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[E NDLOAM_Service

[E NCCDAM_Service
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Ed SDMCA_Service
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Ed EB_Service

Ed RDC_Service

Ed HDC_Service

A ES_Service

Ed SDP_Service

Edcows

K4 RSM_Service
E315_Service

Ed TFABRIDGE_Service
Ed Host Application Integration
Ed TieBridgeConnector

% MAS Time Service

E3 CCMS_NBMSM_Service
2 CCMS_UNE_Service

|CCMS status: Shut down

Start / Shut down

Advanced

Start Shut down
CCMS CCMS

Enter password:

| Load profile | | Add service |

| | Save profile | |.i'-J:||:I Process

Progress

Ready

4. Using the System Control and Monitor Utility (SCMU), verify that the Contact Center
services are starting on the standby server. Verify that the Contact Center services on the
standby server start running.
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= System Control and Monitor Utility - |0 -
AVA A Contact Center
System Control and Monitor Utility

| Contact Center | LM | CCMS |cCcMA | cCT | cCMM |

Profile: default
& CCM5_MasterService & TAD NT Maming_Service & EB_Service
& MAS Service Manager NDOLOAM _Service & RDC_Service
& MAS Service Dasmon NCCOAM_Service & HDC_Service
MAS Linkhandler & NITSM_Service & E5_Service
& MAS Fault Manager & HDM_Service & SDP_Service
& MAS Security & CCM5_XMPP_Service & cows
& MAS Event Scheduler & A5M_Service & RSM_Service
& MAS OM Server & CCM5_0AM _CMF_Service @2 1S_Service
& MAS Config Manager & SDMCA_Service & TFABRIDGE_Service
& NENM_Service & TFA_Service & Host Application Integration
& OAM_Service & TFE_Service &} TreBridgeConnector
) NBTSM_Service MLSM_Service MAS Time Service
& AUDIT_Service WSM_Service & CCM5_NBMSM_Service
NINCCAudit_Service @) CCMS_SIP_Service CCMS_UNE_Service
£ [[[] >

|CCMS status: Started

Advanced

Enter password:

Progress

Ready

| Help || Wiew log || Close |

5. When the Contact Center services are running on the standby server, make a test call into
the Contact Center. Verify that the call is treated and routed to an agent. Verify that the
agent has full call control.

6. If your solution supports multimedia contacts, send a test email to one of the configured
mailboxes. Verify that Avaya Contact Center Select receives the email and that it is routed
to an agent for processing. Verify that the agent has full multimedia contact control.

7. If you configured Business Continuity email notifications, verify that you received the
notification email. For more information, see Configuring email notification on the active
server on page 87.
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8. After verifying a Campus Business Continuity switchover, the Avaya Contact Center Select

system is no longer resilient. The current standby server is not shadowing the current
active server. To make the Avaya Contact Center Select system resilient again, reinstate
Campus Business Continuity. For more information, see Reinstating Campus Business
Continuity after a switchover on page 116.

Reinstating Campus Business Continuity after a
switchover
About this task

In a Campus Business Continuity solution, if the active server fails or if a manual switchover is
triggered, the standby server starts processing contacts. The initially active server is now stopped,
and the Business Continuity - Enable Switchover option is disabled. The standby server becomes
the active server and it continues to process contacts. The Business Continuity email notification
feature sends an email to the Contact Center Administrator informing them about the switchover.
The active server has no corresponding standby server at this point, and the solution is no longer
resilient.

When the root cause of the failure has been addressed the contact center administrator can
reinstate campus Business Continuity resiliency using the following steps.

Procedure

1.

July 2018

On the currently active running server (previous standby server), run the Database
Maintenance utility and back up all database applications to a network share. You do not
need to stop the active server to back up the applications.

. On the currently stopped server (previous active server), stop Business Continuity

shadowing.

Use the Database Maintenance utility to restore the Contact Center databases from the
network share.

Ensure that the currently stopped server (previous active server) is configured to use the
local Avaya Aura® Media Server. See Configuring the Campus standby Avaya Aura Media
Server on page 94.

. On the Windows taskbar of the active server, right-click on the System Management and

Monitoring Component (SMMC) system tray, and select Start BC System.

. On the Windows taskbar of the active server, right-click on the System Management and

Monitoring Component (SMMC) system tray, and select Enable Switchover.

. On the Windows taskbar of the standby server, right-click on the System Management and

Monitoring Component (SMMC) system tray, and select Start BC System

If your Business Continuity solution supports multimedia contacts, on the active ACCS
server, restart the CCMM Multimedia Contact Manager service.
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Verifying IP Office voice platform resilience

Before you begin

« If your Avaya Contact Center Select Business Continuity solution is not using an IP Office
resilient system, skip this procedure. If your solution is using an IP Office resilient system,
ensure |P Office resilience is configured.

About this task

Verify that when the IP Office Primary Server fails, Avaya Contact Center Select transitions call
control from the IP Office Primary Server to the IP Office Secondary Server. If the IP Office
Primary Server fails or is stopped, the IP Office Secondary Server continues to process voice
calls.

On startup, the active Avaya Contact Center Select (ACCS) server registers with the IP Office
Primary Server. If the active ACCS server is not able to communicate and register with the IP
Office Primary Server, after a configurable delay, the active ACCS server attempts to register with
the IP Office Secondary Server. You can configure this Registration Switchover Delay using the
ACCS Server Configuration utility.

If your Avaya Contact Center Select solution is not using IP Office resiliency, skip this procedure.

© Note:

Verify that your IP Office voice platform is resilient before placing the system into production.

Procedure
1. Log on to the active ACCS server.
2. On the Apps screen, in the Avaya section, select SIP Gateway Management Client.

3. Verify that the active ACCS server is registered with the IP Office Primary Server.
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4. Disconnect the network cable from the IP Office Primary Server.
5. Verify that ACCS agent H.323 phones register with the IP Office Secondary Server.

6. Verify that the IP Office Secondary Server routes customer calls to ACCS and that ACCS
agents can process those customer calls. At this time, the IP Office system is no longer
resilient. The IP Office Primary Server is offline and the IP Office Secondary Server is
processing ACCS contacts. The active ACCS server is now registered with the IP Office
Secondary Server.
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7. Reconnect the network cable to the IP Office Primary Server.

8. Wait for the IP Office Primary Server to start up. Using IP Office Manager, the traffic light
icon to the left of the IP Office Primary Server is green when it is ready.
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9. Rehome the agent H.323 phones to the IP Office Primary Server.
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10. On the ACCS active server, on the Windows taskbar, right-click on the System
Management and Monitoring Component (SMMC) system tray, and select Revert to

Primary IP Office.

Stop System
Revertto Primary IP Office

Launch SCMU
System Information
Database Information

Disable Mext Auto Startup

. 11:34
ciEl:: N2 13/07/2015

The ACCS active server registers with the IP Office Primary Server.

Fal SGM Management Client

Connaction
| Transport Status | Console

Connected to Contact Center Server. 172.18.215.85
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11. The IP Office system is now resilient again. The ACCS active server is registered with the

IP Office Primary Server.
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Chapter 8: Geographic Business Continuity
configuration

This section describes how to configure Avaya Contact Center Select (ACCS) Geographic Business
Continuity.
The Remote Geographic Node (RGN) ACCS must match the active ACCS:
* If the active ACCS server is a Hardware Appliance, the RGN ACCS server must also be a
Hardware Appliance.
* If the active ACCS is a Software Appliance, the RGN ACCS must also be a Software
Appliance.

* If the active ACCS is a single-server DVD deployment, the RGN ACCS must also be a single-
server DVD deployment. The RGN server must have the exact same hard disk partitions, the
same amount of memory and the same CPU type. The RGN server must have the Contact
Center software installed on the same partitions as the active server.

* The active and RGN servers must have the same ACCS patch level and the same operating
system updates.

Complete all of the procedures in this section in sequential order.

Geographic Business Continuity prerequisites

* Ensure your network and solution hardware meets the requirements for Business Continuity.
For more information, see Avaya Contact Center Select Solution Description.

* Ensure that your Avaya Contact Center Select solution is using a Windows domain. To
support Business Continuity resiliency, the Avaya Contact Center Select agents must each
have an associated Windows domain user account in the same Windows domain as the
active and RGN servers. Create Avaya Contact Center Select agents with associated
Windows domain accounts.

» Obtain Avaya Contact Center Select standby server licenses.

» Ensure the active and Remote Geographic Node servers meet the requirements for Business
Continuity. For more information, see Avaya Contact Center Select Solution Description.
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* Install the Avaya Contact Center Select active and Remote Geographic Node (RGN) servers.
For more information about installing Avaya Contact Center Select, see one of the following:

- Deploying Avaya Contact Center Select DVD
- Deploying Avaya Contact Center Select Software Appliance
- Deploying Avaya Contact Center Select Hardware Appliance

» Ensure your IP Office system is configured, enabled, and licensed.

Adding the server to a domain

Before you begin

» Ensure that you have domain administrator privileges, or ask the Domain Administrator to
assign you a domain user account for remote access.

* On the server, configure a preferred Domain Name System (DNS) server on the Network
Interface Card (NIC).

About this task

Add the server to an existing domain. Ask your System Administrator to add a Domain Name
System (DNS) static entry for this server. Each Contact Center server in a domain requires a DNS
static entry.

A typical geographic Business Continuity solution with a pair of servers requires two DNS static
entries; one DNS static entry for the active server and one DNS static entry for the Remote
Geographic Node (RGN) server. Avaya Contact Center Select Business Continuity solutions do
not support Dynamic DNS.
Procedure

1. Log on to the Avaya Contact Center Select server.
On the Start screen, select Administrative Tools > Server Manager.

In the left pane, select Local Server.

Pl

In the right pane, in the Properties section, double-click on the Domain value.
The System Properties dialog box appears.

In the System Properties dialog box, click the Computer Name tab.

Click Change.

In the Member of section, click the Domain option.

® N o o

Type the domain name. You must provide the fully qualified domain name, which includes
the prefix and suffix.

Click OK.

10. Type the domain administrator User name and Password.

©
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11. Click OK.
12. Restart the server when you are prompted to do so.

13. Repeat this procedure for the other Avaya Contact Center Select server.

Installing the third-party networking utility

About this task
Install a third-party utility required by Avaya Contact Center Select to support Business Continuity.

Procedure
1. Log on to the active server.

2. Using Windows Explorer, navigate to <installation drive>:\Avaya\Contact Center\Manager
Server\CCSMMC\thirdparty\winpcap.

Double-click WinPcap_4_1_3.exe.

On the WinPcap installer dialog, click Next.

On the WinPcap installer Setup Wizard dialog box, click Next.

On the WinPcap installer License Agreement dialog box, click | Agree.
On the WinPcap installer Installation options dialog box, click Install.

On the WinPcap installer dialog, click Finish.

© ©® N o gk~ w

Repeat this procedure on the other Avaya Contact Center Select server.

Configuring Avaya Aura® Media Server replication

About this task

Configure the RGN Avaya Contact Center Select Avaya Aura® Media Server to replicate (copy)
media files from the Content Store of the active Avaya Contact Center Select Avaya Aura® Media
Server.

Content Store replication provides media storage replication. If the solution Administrator adds
new media files to the Avaya Aura® Media Server of the active Avaya Contact Center Select,
these media files are automatically copied to the Avaya Aura® Media Server of the RGN Avaya
Contact Center Select system.

Avaya Aura® Media Server uses a custom password protected account to secure Avaya Aura®
Media Server Content Store replication. Configure both Avaya Aura® Media Servers with the same
replication account username and password details. The Avaya Aura® Media Server replication
account is a custom account used only to secure the Avaya Aura® Media Server Content Store
during replication, it is not an operating system account.
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Procedure

1.

1.

12.
13.
14.

15.

16.

17.

18.
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On the Avaya Aura® Media Server of the primary Avaya Contact Center Select system,
start a Web browser.

In the address box, enter https://SERVER _|IP_ADDRESS:8443/em. Where
SERVER_IP_ADDRESS is the IP address of the Avaya Aura® Media Server of the primary
Avaya Contact Center Select system.

In the User ID box, type the Avaya Aura® Media Server User ID log on account name. The
default Element Manager User ID account name is cust.

In the Password box, type the Avaya Aura® Media Server Element Manager password.
The default Element Manager password is the cust password for the Avaya Aura® Media
Server server. The Avaya Aura® Media Server replication account is a custom account
used only to secure the Avaya Aura® Media Server Content Store during replication, it is
not an operating system account.

Click Log in.

In the navigation pane, click Cluster Configuration.

Select Server Designation.

Under Local Server, select Primary from the Role list.

Under Replication Account, select the Enable Replication Account check box.

In the Username box, type a username for the replication account. This value is arbitrary,
but you must use the same value for both Avaya Aura® Media Server servers.

In the Password box, type a password for the replication account. This value is arbitrary,
but you must use the same value for both Avaya Aura® Media Server servers.

In the Confirm Password box, retype the password.
Click Save.

On the Avaya Aura® Media Server of the RGN Avaya Contact Center Select system, start a
Web browser.

In the address box, enter https://SERVER _|IP_ADDRESS:8443/em. Where
SERVER_IP_ADDRESS is the IP address of the Avaya Aura® Media Server of the RGN
Avaya Contact Center Select system.

In the User ID box, type the Avaya Aura® Media Server User ID log on account name. The
default Element Manager User ID account name is cust.

In the Password box, type the Avaya Aura® Media Server Element Manager password.
The default Element Manager password is the cust password for the Avaya Aura® Media
Server server. The Avaya Aura® Media Server replication account is a custom account
used only to secure the Avaya Aura® Media Server Content Store during replication, it is
not an operating system account.

Click Log in.
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19.
20.
21.
22.
23.

24.

25.
26.
27.

28.
29.

30.

Configuring ACCS to use IP Office resilience

In the navigation pane, click Cluster Configuration.
Select Server Designation.

Under Local Server, select Primary from the Role list.

Under Replication Account, select the Enable Replication Account check box.

In the Username box, type the username for the replication account that you specified on
the Avaya Aura® Media Server of the primary Avaya Contact Center Select system.

In the Password box, type the password for the replication account that you specified on
the Avaya Aura® Media Server of the primary Avaya Contact Center Select system.

In the Confirm Password box, retype the password.
Click Save.

Select Replication Settings.

AVAYA Avaya Aura® Media Server Help | Sign Out
Managing: e

Logs Home » Cluster Confiquration » Repiication Setfings
Monitoring ~

Applications H - -
TG Replication Settings
Signaling Translations This task allows administrators to configure cluster replication settings.

Cluster Configuration
High Availability
Server Designation
Replication Settings SDR Replication OSs O
Load Balancing
Advanced Setlings OMReplication: [1 S ©

System Configuration Configuration Replication S O
Server Profile
Network Settings Redundant SDR and OM Replication: [ S ©
Signaling Protocols
Media Processing Master Cluster Primary Node Address I:l S (1-512 characters)
Application Interpreters
Monitoring Settings
Session Delail Records [ Save ] [ Restore Defaults
Content Store v
Logging Settings

< >

Select Configuration Replication.

In the Master Cluster Primary Node Address box, type the IP address of the Avaya

Aura® Media Server of the primary Avaya Contact Center Select.
Click Save.

Configuring ACCS to use IP Office resilience

Before you begin

* If your IP Office solution does not support IP Office resilience, skip this procedure.
About this task

If your IP Office system has an IP Office Secondary Server and if it is configured to support voice
platform resilience, configure Avaya Contact Center Select to use the resilient IP Office system.
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If your solution uses TLS communication between Avaya Contact Center Select and IP Office, for
more information about configuring TLS security certificates, see Avaya Contact Center Select
Advanced Administration.
Procedure

1. Log on to the Avaya Contact Center Select active server.

2. On the Apps screen, in the Avaya section, select Server Configuration.

3. In the Server Configuration dialog box, under SIP, click the Network Settings tab.

13| Server Configuration = |0 X
AVAYA Contact Center Server Configuration
., Main Menu .
T Local Settings IF Office Settings
{121 Licensing IF Address Port Transport
=-| ) sIP
Network Settings IP Office Address (Primary) 172.18.215.70 5080 TP w
L..fi®h Local Subscriber IP Office System Password YT
I:EJ CCT Server [[] Received Certificate Checks {(CTI)
i) WS Open Interfaces
{1z} SalesForce IP Office (Primary) CTI Transport 50796 |15 .,
Use IP Office Resilience
IP Office Address (Secondary) |172.18.19165 5060 TCP v
IP Office System Password P —
[] Received Certificate Checks (CTI)
Registration Switchover Delay (seconds) | 12p
IP Office (Secondary) CTI Transpart 50797 |tcp
Exit | | Apply All |

4. Select Use IP Office Resilience.

5. In the IP Office Address (Secondary) box, type the IP address of the IP Office Secondary
Server.

6. In the Secondary Server Port box, type the server listening port. The default port is 5060.
7. From the Secondary Server Transport list, select the transport type, TCP or TLS.
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8. In the Secondary Server IP Office System Password box, type the system password for
your IP Office Secondary Server. Ask your IP Office Administrator for the System
Password. If this password changes on the IP Office server, you must update the password
in Server Configuration.

9. If Avaya Contact Center Select communicates with the IP Office Secondary Server using
TLS certification, to enable IP Office Certificate Validation, select Received Certificate
Checks (CTI).

10. In the Registration Switchover Delay (seconds) box, type the length of time in seconds
that the Avaya Contact Center Select server attempts to reconnect to the IP Office Primary
Server before attempting to switchover to the IP Office secondary server. The maximum
configurable delay is 600 seconds.

11. From the IP Office (Secondary) CTI Transport list, select the CTI transport type, TCP or
TLS.

12. In the Server Configuration dialog box, under SIP, click the Local Subscriber tab.

0 Server Configuration \;‘i-

AVAYA Contact Center Server Configuration

. Main Menu )
g Local Settings Local SIP Subscriber

Licensing

=l SIP SIP Server Type
+ . Domain Name
~-(1Z) Network Settings IP Office

aaccdomain, com
CCT Server SIP Server Version

) WS Open Interfaces
-z SalesForce Local listening ports {on the CLAM IP address)

Third Line Enabled

TCP/UDP Port 5060
Media Services Locale

TLS Port 5061

en_us W

Primary IP Office 9000

SIF Line Extension Number

Secondary IP Office

SIP Line Extension Number

Password sesene

Exit | | Apply Al |
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13. In the Secondary IP Office SIP Line Extension Number box, type the IP Office SIP User
Extension Number used to register Avaya Contact Center Select with the IP Office
Secondary Server.

14. In the Password box, type the password of the IP Office SIP User Extension Number for
the IP Office server.

15. Click Apply All.

16. On the Restart Required message box, click Yes.

Configuring CCMM Server Settings
About this task

Agent Desktop communicates with the Communication Control Toolkit (CCT) component of Avaya
Contact Center Select to handle voice contacts. Agent Desktop communicates with the Contact
Center Multimedia (CCMM) component of Avaya Contact Center Select to handle multimedia
based contacts.

Use the CCMM Administration tool to configure Remote Geographic Node (RGN) CCMM and
CCT details.

© Important:
Changes to the CCMM Server Settings might require a server restart before they take effect.

After you have configured the new CCMM and CCT settings, you must close down and launch all
of the Agent Desktop clients so that they pick up the new server settings.

Procedure
1. Start Internet Explorer.

2. In the Address box, type the URL of the Avaya Contact Center Select active server. The
default URL is:

http://<server name>
where <server name> is the host name of the active Avaya Contact Center Select server.

3. Press Enter.

B

In the main Contact Center Manager Administration logon window, in the User ID box, type
the user name. The default user ID is Administrator.

In the Password box, type the password. The default user password is Administrator.
Click Log In.

From the Launchpad, select Multimedia.

© N O O

In the left pane, select the CCMM server to administer.

The system displays the Multimedia Administration screen in the right pane.
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12.
13.
14.

15.

16.

17.

18.

19.
20.

21.

22.

23.

24.
25.

26.
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Configuring CCMM Server Settings

. Select Install prerequisite software.
10.
1.

Click Launch Multimedia Client.
On the File Download box, click Run.

The prerequisite software takes some time to install. After the install, the CCMM
Administration utility appears.

In the left column of the CCMM Administration tool, select General Administration.
Click Server Settings.

Ensure that Contact Center Manager Server is configured with the name of the Avaya
Contact Center Select active server.

Ensure that Contact Center License Server is configured with the name of the Avaya
Contact Center Select active server.

Ensure that Contact Center Manager Administration is configured with the name of the
Avaya Contact Center Select active server.

Ensure that Contact Center Multimedia Server is configured with the name of the Avaya
Contact Center Select active server.

Ensure that Communication Control Toolkit Server is configured with the name of the
Avaya Contact Center Select active server.

Select the Geographic Standby CCMM Server row, and click Edit.

In the Edit Server Details section, in the Server Name box, type the name of the Avaya
Contact Center Select Remote Geographic Node server.

In the Edit Server Details section, in the Server Port box, type the port number for CCMM
on the Avaya Contact Center Select Remote Geographic Node server. The default port
number is 1972.

Click Save.
Under Edit Current Servers, click New.
From the drop down list, select Geographic Standby CCT Server.

In the Add New Server section, in the Server Name box, type the name of the Avaya
Contact Center Select Remote Geographic Node server.

In the Server Port box, type the port number for CCT on the Avaya Contact Center Select
Remote Geographic Node server. The default port number is 29373.
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A CCMM Administration [= [ |

Edit Current Servers

AVAyA Server Type Hostname Port
Contact Center Manager Server ACCSPERTHA 4422
- - Contact Center Manager Administrator ACCSPERTHA 80
4 Genera Administratian Contact Center License Server ACCSPERTHA 3998
B) senersetings Communicaticn Control Toolkit Server ACCSPERTHA 29373
b suilset settings Standby CCT Server NOT_CONFIGURED 0
3 Administrator Settings | I'Conbact Center Multimedia Server ACCSPERTHA 1972
i Agent Settings Geagraphic Standby CCMM Server NOT_CONFIGURED 1972
@ General Settings External Web Server MOT_CONFIGURED 2080
() Office Hours Reporting Server (P2P IMs and Vaice history) <MNOT INSTALLED:=> 0
Inbound Mail Server WAEVLONDOM 110
Qutbound SMTP Server WAEVLONDOM 25
Predictive Application Server MOT_COMNFIGURED 40000
Predictive Reporting Server NOT_CONFIGURED 40000
TSP Dialer NOT_CONFIGURED
Directory LDAP Server NOT_CONFIGURED 389
E-mail
Web Comms

Social Metworking

Geographic Standby CCT Server | - | [ New ] Edit Delete

M

Waice Mail Add New Server

— Server Name:  ACCSPERTHS

Scanned Documents Server Port: 29373 Save

Text Messaging (SM5)

Server Type: | Geographic Standby CCT Sen |«

Agent Desktop Configuration

‘General Administration

User: Administrator I Server Time: 11:50 I Status:

27. Click Save.

Verifying services are ready for Business Continuity
About this task

Verify that all services stop before you configure Business Continuity. This ensures that all
resources are available to the active server when it starts.

Perform this procedure using the System Management and Monitoring Component (SMMC) on
both Avaya Contact Center Select servers.

Procedure
1. Log on to the active server.

2. On the Windows System Tray, right-click on the System Management and Monitoring
Component (SMMC) system tray icon, and select Stop System.
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3.

Configuring Business Continuity on the active server

Stop System
Disable Switchaover

Launch SCMU

System Infarmation

Disable Mext Auto Startup b 13:19
) i 13/07/2015

Repeat this procedure on the other Avaya Contact Center Select server.

Configuring Business Continuity on the active server
About this task

Configure remote Business Continuity on the active server using the Business Continuity utility.
The active server is the server that normally processes contacts.

Procedure

1.

o 0k~ w DN

Select one server to be the active server and log on.

On the Apps screen, in the Avaya section, select Business Continuity.
Expand Configuration.

Double-click Server Mode.

Select Active (RGN).

In the Local CLAN box, type the IP address for the server initially configured in active
mode.

7. Leave the Standby CLAN box empty.
8. In the Remote Geographic Node box, type the IP address of the Remote Geographic

10.

July 2018

Node.

In the Local SMMC Port box, type the port number for System Management and
Monitoring Component (SMMC) on the local (active) server. The default port number is
57012.

In the Remote SMMC Port box, type the port number for System Management and
Monitoring Component (SMMC) on the remote (RGN) server. The port number entered
here must match the port number set on the remote (RGN) server. The default port number
is 57012.
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1] Business Continuity = | = -
AVAYA Contact Center Business Continuity
__ Main Menu
= Caonfiguration Server Mode
----- System () MonBC () Active (Campus) () Standby
(@ Active (RGM) () RGN
IP Configuration
Local CLAMN |10.134.38.111 Standby CLAN
Managed IP Trusted IP
Remote Geographic Node | 10.134.33.112
SMMC Port Configuration
Local SMMC Port 5712 Remote SMMC Port | 57012
Exit | | Help | | Save
11. Click Save.

Backing up the database on the active server
About this task

The active server is configured for Business Continuity. Now the Remote Geographic Node server
must be prepared for Business Continuity. Back up the active server to create a snapshot of the

database which is then restored to the Remote Geographic Node server. On the active server, all
databases must be backed up.

© Important:

Do not use a folder on the active or Remote Geographic Node servers as the backup location.
Procedure

1. Log on to the active server.
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Backing up the database on the active server

On the Apps screen, in the Avaya section, select Database Maintenance.
Click Backup Locations.
Click Create.

From the Driver Letter list, select the network drive on which you want to store the CCMS,
CCT, CCMM, CCMA, and ADMIN databases.

In the UNC Path box, type the location to store the backup, in the format \Computer Name
\Backup Location. This location must be a shared folder with correct permissions.

In the User Name box, type the user name used to log on to the computer specified in the
UNC Path box. The user name is in the format Computer Name\Account Name.

In the Password box, type the Windows password.

. Click OK.
10.
1.
12.
13.

In the left pane, click Immediate Backup.

In the Media Type section, select Network Location.

From the Backup Location list, select the network drive on which to store the backup.
Click Backup.
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Database Maintenance

AVAYA

| Main Menu {(Active)
i--{iE)) Backup Locations

:
iz)) Scheduled Backup
i) Restore

i--{iz)) Migration

i2) Integrated Reporting Server

Immediate Backup
Media Type

() Tape Drive

(®) Metwork Location

Backup Location |M W

Information

Contact Center Database Maintenance

Application
CCT
CCMS

ADMIN

CCMA

= [

Last Backup Finished: 13-Jul-2015 11:04 Location N

Restoring the database on the Remote Geographic Node

server

Before you begin

* Know the location of the backup database.

* For a faster database restore, copy the active database backup to a local network share of
the Remote Geographic node server.

» Using the Database maintenance ultility, create a backup location on the Remote Geographic
node server that references the location of database backup to be restored.

+ Stop all Contact Center services using the SCMU ultility, if services are running.

* Ensure the patch level on the Remote Geographic Node server is the same as the active

server.
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Restoring the database on the Remote Geographic Node server

© Important:

Not all CCT data is stored in the database; therefore the following data must be
configured on the Remote Geographic Node server, CCT License, CCT Contact
Management Framework, CCT SOA configuration (CCT Web Services), and CCT
logging location.

© Important:

You must restore all databases on an Avaya Contact Center Select server. Restoring
only CCMS and not CCT, CCMM, or ADMIN might leave an inconsistent server and
Business Continuity cannot shadow data correctly.

© Important:

Restoring the ADMIN database can change configuration of Backup locations on the
Remote Geographic Node server if the active server and Remote Geographic Node
server backup locations are different. Therefore, after you restore the ADMIN database,
close and reopen the Database Maintenance utility.

About this task

Restore the database from the active server to the Remote Geographic Node server to ensure the
databases are consistent. The Database Maintenance utility can restore all application databases
at once. Restore the data for the CCMS, CCT, CCMM, and ADMIN databases.

You must restore the CCMS, CCT, CCMM, and ADMIN database onto the Remote Geographic
Node server.

Procedure

1.

Log on to the Remote Geographic Node server.

2. On the Apps screen, in the Avaya section, select Database Maintenance.
3.
4

. In the right pane, under Media Type, select the media type on which the backup is

In the Database Maintenance dialog box, in the left pane, click Restore.

restored.

If the backup file is on the network drive, in the Backup Location list, select the backup
location.

6. Under Application, select CCMS, CCT, CCMM, and ADMIN.
7. Do not select CCMA.

July 2018

Under Restore contents, select Data.

© Important:

Do not select Offline.

. Click Restore.
10.
11.

Use the Information field to monitor the progress of the restoration.

Click Exit to close the Database Maintenance utility.
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Variable definitions

Name Description

Application The database and applications of Contact Center
that you can back up.

Backup Location The destination of the network disk. The values are
configured in the Backup Locations.

Restore contents The type of content that is stored in the database.
Data is in the database.

Schema is the data for the database structure,
tables and procedures.

Media type The type of media used for your backup file. You
can use a network disk location or a tape drive.

If you use a network disk location, you must
configure a destination before you can back up the
file.

Updating the CCMM dashboard

About this task
Update the CCMM dashboard to allow the Multimedia Administration tool to start from the CCMA
Web interface of the RGN server.
Procedure
1. Log on to the RGN server.
2. On the Apps screen, in the Avaya section, select Multimedia Dashboard.

3. In the Server Availability section, right-click Contact Center Manager Administrator and
select Edit.

4. In the User Name box, type the user name. The default user name is generaladmin.

5. In the Password box, type the password. The default password is __ccmm! (With a double

underscore).
6. Click Login.
7. In the text box, type the hostname of the RGN server.
8. Click Save.
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Configuring RGN CCMM General Administration

About this task

Configure the Remote Geographic Node (RGN) Avaya Contact Center Select to use local
telephony and multimedia resources.

© Important:

Changes to the RGN Avaya Contact Center Select CCMM Settings might require a RGN
server restart before they take effect.

Procedure

1.
2.

Start Internet Explorer.

In the Address box, type the URL of the Avaya Contact Center Select RGN server. The
default URL is:

https://<RGN server name>

where <RGN server name> is the host name of the RGN Avaya Contact Center Select
server.

3. Press Enter.

4. In the main Contact Center Manager Administration logon window, in the User ID box, type

the user name. The default user ID is Administrator.

5. In the Password box, type the password. The default user password is Administrator.
6. Click Log In.

7. In the RGN Contact Center Manager Administration, under the Launchpad, select

12.
13.
14.

15.

July 2018

Multimedia.
In the left column, click the RGN Multimedia server.

The system displays the Multimedia Administration screen in the right pane.

. Select Install prerequisite software.
10.
1.

Click Launch Multimedia Client.
On the File Download box, click Run.

The prerequisite software takes some time to install. After the install, the CCMM
Administration utility appears.

In the left column of the CCMM Administration tool, select General Administration.
Click Server Settings.

Change the Contact Center Manager Server to the name of the Remote Geographic
Node Avaya Contact Center Select server.

Change the Contact Center License Server to the name of the Remote Geographic Node
Avaya Contact Center Select server.
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16. Change the Communication Control Toolkit Server to the name of the Remote
Geographic Node Avaya Contact Center Select server.

17. Change the Standby CCT Server box to not configured.

18. Change the Contact Center Multimedia Server to the name of the Remote Geographic
Node Avaya Contact Center Select server.

19. Change the Geographic Standby CCMM Server box to not configured.
20. Change the Geographic Standby CCT Server box to not configured.
21. In the left column select E-mail.

22. Click General Settings.

23. Ensure that the Inbound URL is of the form http://<RGNIPAddress>/
inboundattachment.

Where RGIPAddress is the IP address of the Remote Geographic Node Avaya Contact
Center Select server.

24. Ensure that the Outbound URL is of the form http://<RGNIPAddress>/
outboundattachment.

Where RGNIPAddress is the IP address of the Remote Geographic Node Avaya Contact
Center Select server.

25. Click Save.

Configuring server details on the Remote Geographic
Node
About this task

Configure the Remote Geographic Node server with its own server details.
© Important:

Changes to the configuration data might require a server restart.
Procedure

1. Log on to the Remote Geographic Node server.
On the Apps screen, in the Avaya section, select Server Configuration.
In the Server Configuration dialog box, click the Local Settings tab.
Update the Remote Geographic Node server local settings.

In the Server Configuration dialog box, click the Licensing tab.

2B T

Update the Remote Geographic Node server licensing details.
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7. In the Server Configuration dialog box, under SIP, click the Network Settings tab.

8. Update the Remote Geographic Node server SIP > Network Settings details.

9. In the Server Configuration dialog box, under SIP, click the Local Subscriber tab.

10. Update the Remote Geographic Node server SIP > Local Subscriber details.

11. Click Apply All.

12. On the Restart Required message box, click Yes.

Variable definitions

Name

Description

Avaya Server Subnet IP Address

The IP address of the Avaya Contact Center Select
server.

IP Office Settings

+ IP Office Address

* |P Office System Password
* Port

The networking details for the IP Office voice
platform.

Local SIP Subscriber
« SIP Line Extension Number

« Password

The IP Office SIP User Extension Number used by
Avaya Contact Center Select to register for CTI call
control and SIP session messaging.

Local SIP Subscriber

¢ Domain Name

Information about the environment of the SIP-
enabled contact center and how to identify the
server within the network.

Associated domain name for the SIP- enabled
contact center.

MS Locale

Locale (including language and dialects) of the
system environment.

Local Listening Ports

The SIP Communication protocol accepted by the
system for incoming calls.

TCP/UDP Port default is 5060.
TLS Port default is 5061.

Configuring the Remote Geographic Node local resources

About this task

Configure the Remote Geographic Node (RGN) resources to allow the remote site to function as a
standalone contact center, if or when the need arises.
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When Business Continuity shadowing is enabled, the RGN server shadows some of the
configuration data from the active server.

The RGN server does not shadow (replicate) information about the following resources from the
active server:

* Media Server and Media Services
» Default DN

On the RGN server, you must configure these resources to use local Avaya Aura® Media Servers
and attendants.

Configure a Default DN to catch treated calls that are defaulted by the contact center script and to
catch calls not answered by agents. Avaya recommends that you configure a local attendant at
the RGN site as the Default DN.

Avaya Contact Center Select uses Avaya Aura® Media Server media processing capabilities to
support conferencing, announcements, and dialogs. After restoring the database from the active
server to the RGN server, the RGN server configuration has the details of the active server Avaya
Aura® Media Server. On the RGN server, in Contact Center Manager Administration, change the
Avaya Aura® Media Server details to use the RGN server Avaya Aura® Media Server.

Avaya Contact Center Select uses the media processing capabilities of Avaya Aura® Experience
Portal to support external Interactive Voice Response (IVR) dialogs (XDIALOG). If your RGN site
uses local Avaya Aura® Experience Portal servers, add these here as Media Servers and
configure them to provide external dialog (XDIALOG) services.
Procedure

1. Log on to RGN Contact Center Manager Administration.

2. From the Launchpad, select Configuration.

3. In the left pane, expand the RGN Contact Center Manager Server on which to configure
global settings.

4. Select the Global Settings folder.

5. Configure the global settings for your system based on the fields listed in the Global
Settings window.

6. In the Default DN box, type the default DN to use when a script defaults or a treated call is
not answered. Avaya recommends that you configure an attendant as the Default DN.

7. Click Save.
8. In the left pane, expand the RGN Contact Center Manager Server.
9. Select the Media Services and Routes folder.

10. In the Media Services and Routes table, select ACC_APP_ID.

11. In the Selected box, select the active server Avaya Aura® Media Server, and click the left
arrow (<).

The server moves to the Available list.
12. Click Submit.
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13.

14.

15.
16.
17.

18.

19.

20.

21.
22.
23.
24.
25.

26.

27.

Restoring the CCMA database on the Remote Geographic Node server

From the system tree, select the Media Servers folder under the RGN Contact Center
Manager Server.

In the Media Servers list, select the row for the active server Avaya Aura® Media Server,
and press Delete.

On the Confirm Delete dialog, click Yes.
Select the Media Servers folder.

In the right pane, in the Server Name box, type the name of the RGN server Avaya Aura®
Media Server .

In the IP address box, type the IP address of the RGN server Avaya Aura® Media Server.

In the Port Number box, type the port number for the RGN server Avaya Aura® Media
Server. The port number must match the Avaya Aura® Media Server port number. The
default is 5060.

Select the Master Content Store. Avaya Contact Center Select supports only one Master
Content Store.

Click any other row in the table to save the changes.

In the left pane, expand the RGN Contact Center Manager Server.
Select the Media Services and Routes folder.

On the Media Services & Routes table, select ACC_APP_ID.

From the Available list, select the RGN server Avaya Aura® Media Server to associate
with the selected conference media service.

Click the right arrow (>).
The server moves to the Selected list.
Click Submit.

Restoring the CCMA database on the Remote Geographic
Node server

Before you begin

* Know the location of the backup database.

 For a faster database restore, copy the active database backup to a local network share of
the Remote Geographic node server.

» Using the Database maintenance utility, create a backup location on the Remote Geographic
node server that references the location of database backup to be restored.

« Stop all Contact Center services using the SCMU utility, if services are running.
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About this task

Restore the CCMA database from the active server to the Remote Geographic Node server to
ensure the databases are consistent.

Procedure

1.

Log on to the Remote Geographic Node server.

2. On the Apps screen, in the Avaya section, select Database Maintenance.
3.
4

. In the right pane, under Media Type, select the media type on which the backup is

In the Database Maintenance dialog box, in the left pane, click Restore.

restored.

If the backup file is on the network drive, in the Backup Location list, select the backup
location.

6. Under Application, select CCMA.
7. Do not select CCMS, CCT, CCMM, or ADMIN.

Under Restore contents, select Data.

© Important:

Do not select Offline.

. Click Restore.
10.
11.

Use the Information field to monitor the progress of the restoration.

Click Exit to close the Database Maintenance utility.

Configuring Business Continuity on the Remote
Geographic Node server
About this task

Configure Business Continuity on the Remote Geographic Node server using the Business
Continuity utility. The Remote Geographic Node Server shadows the active server.

Procedure

1.

o & DN
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Log on to the Remote Geographic Node server.

On the Apps screen, in the Avaya section, select Business Continuity.
Expand Configuration.

Double-click Server Mode.

Under Server Mode, select RGN.
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Configuring Business Continuity on the Remote Geographic Node server

. Under IP Configuration, in the Active CLAN box, type the IP address for the ACCS active

server pair.

Under IP Configuration, in the RGN CLAN box, type the IP address for the Remote
Geographic Node server.

Under SMMC Port Configuration, in the Remote SMMC Port box, type the port number
for System Management and Monitoring Component (SMMC) on the remote (active)
server.

Under SMMC Port Configuration, in the Local SMMC Port box, type the port number for
System Management and Monitoring Component (SMMC) on the local (RGN) server.

Click Save.

Ignore the request to restart ACCS. Do not restart ACCS at this stage in the configuration
process.

0 Business Continuity \;‘i-

AVAYA Contact Center Business Continuity

. Main Menu (RGN}

=L Conﬁgur& Server Mode Remote Geographical Node
)} server Mode _
(g} System () MonBC () Active (Campus) Standby [ ] Temporarily set as non-5C

() Active (RGM) ® RGN
IP Configuration

Active CLAM |10,134.38.111 RGM CLAM |10,134.38.112

Managed IP Trusted IP

Remote Geographic Mode | 10.134.38.112

SMMC Port Configuration

Local SMMC Port 5712 Remote SMMC Port | 5712
Exit | | Help | | Save
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Variable definitions

Name Description

Active CLAN Type the IP address for the ACCS active server.

RGN CLAN The IP address for the Remote Geographic Node
server.

Local SMMC Port The Network Management port number for System

Management and Monitoring Component (SMMC)
on the local (RGN) server. The default port number
is 57012.

Remote SMMC Port The Network Management port number for System
Management and Monitoring Component (SMMC)
on the remote (active) server. The port number
entered here must match the port number set on
the remote (active) server. The default port number
is 57012.

Starting the active server

About this task

Start the active server using the System Management and Monitoring Component (SMMC)
system tray. Starting the active server starts Contact Center services and system processes.

Procedure
1. Log on to the active server.

2. On the Windows taskbar of the active server, right-click on the System Management and
Monitoring Component (SMMC) system tray, and select Start BC System.

Start BC System
Stop BC System

Launch SCMLU
System Information
Diatabase Information

Disable Mext Auto Startup 12-02

w w 9 8 @1%?!2015

3. Using the System Control and Monitor Utility (SCMU), verify that the Contact Center
services are running.
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Starting shadowing on the Remote Geographic Node server

= System Control and Monitor Utility - |0 -
AVA A Contact Center
System Control and Monitor Utility

| Contact Center | LM | CCMS |cCcMA | cCT | cCMM |

Profile: default
& CCM5_MasterService & TAD NT Maming_Service & EB_Service
& MAS Service Manager NDOLOAM _Service & RDC_Service
& MAS Service Dasmon NCCOAM_Service & HDC_Service
MAS Linkhandler & NITSM_Service & E5_Service
& MAS Fault Manager & HDM_Service & SDP_Service
& MAS Security & CCM5_XMPP_Service & cows
& MAS Event Scheduler & A5M_Service & RSM_Service
& MAS OM Server & CCM5_0AM _CMF_Service @2 1S_Service
& MAS Config Manager & SDMCA_Service & TFABRIDGE_Service
& NENM_Service & TFA_Service & Host Application Integration
& OAM_Service & TFE_Service &} TreBridgeConnector
) NBTSM_Service MLSM_Service MAS Time Service
& AUDIT_Service WSM_Service & CCM5_NBMSM_Service
NINCCAudit_Service @) CCMS_SIP_Service CCMS_UNE_Service
£ [[[] >

|CCMS status: Started

Advanced

Enter password:

Progress

Ready

Help || Wiew log || Close

Starting shadowing on the Remote Geographic Node
server

About this task

Start shadowing on the Remote Geographic Node Server using the System Management and
Monitoring Component (SMMC) system tray.
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The Remote Geographic Node server shadows the active server, maintaining a near real-time
local copy of the Contact Center applications and Administration databases. The Remote
Geographic Node server is therefore configured with the most recent data.

© Important:

You must backup the active server database, restore it onto the Remote Geographic Node
server, and enable shadowing within 24 hours. If the difference in time between the active and
Remote Geographic Node server database content is greater than 24 hours then database
shadowing does not work. If shadowing is stopped for more than 24 hours then you must
backup the active server database and restore it onto the Remote Geographic Node server
before re-enabling shadowing. Ensure that the system clock time on the active and Remote
Geographic Node servers are synchronized.

Procedure
1. Log on to the Remote Geographic Node server.

2. On the Windows taskbar of the Remote Geographic Node server, right-click on the System
Management and Monitoring Component (SMMC) system tray, and select Start BC
System.

Start BC System
Stop BC System

System Information
Database Information

Dizable Mext Auto Startup 12:32

GRS g 17/07/2015

3. Using the System Control and Monitor Utility (SCMU), check that the Contact Center
services are Shut down.
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Verifying the Avaya Contact Center Select server RGN settings

= System Control and Monitor Utility - |0 -
AVA A Contact Center
System Control and Monitor Utility

| Contact Center | LM | CCMS |cCcMA | cCT | cCMM |

Profile: default
Ed CCM5_MasterService Ed TAD NT Maming_Service Ed EB_Service
Ed MAS Service Manager NDOLOAM _Service Ed RDC_Service
Ed MAS Service Dasmon NCCOAM_Service Ed HDC_Service
MAS Linkhandler B4 NITSM_Service A ES_Service
EAd MAS Fault Manager 4 HDM_Service 4 SDP_Service
Ed MAS Security Ed CCM5_XMPP_Service Ecows
Ed MAS Event Scheduler Ed ASM_Service K4 RSM_Service
Ed MAS OM Server Ed CCM5_0AM _CMF_Service Ed IS_Service
Ed MAS Config Manager Ed SDMCA_Service Ed TFABRIDGE_Service
Ed NENM_Service Ed TFA_Service Ed Host Application Integration
Ed OAM_Service Ed TFE_Service Ed TieBridgeConnector
Ed NBTSM_Service MLSM_Service MAS Time Service
Ed AUDIT_Service WSM_Service Ed CCMS_NBMSM_Service
NINCCAudit_Service Ed CCMS_SIP_Senvice CCMS_UNE_Service
£ [[[] >

|CCMS status: Shut down

Advanced

Enter password:

Progress

Ready

Help || Wiew log || Close

Verifying the Avaya Contact Center Select server RGN
settings

About this task

Verify the Avaya Contact Center Select server Remote Geographic Node (RGN) settings. The
RGN server must be available and manually enabled to take over if the active server fails.
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Procedure
1. Log on to the active server.
Log on to the CCMA Web client using the RGN server name.
On the Launchpad, select Configuration.
From the server list, select the Avaya Contact Center Select server as the CCMS server.

Right-click on the Avaya Contact Center Select - CCMS server, select Refresh Server.

o 0 kM w DN

Ensure the Remote Geographic Node section displays the RGN Server Name and RGN
Server IP of the Avaya Contact Center Select server Remote Geographic Node server.

Verifying the Business Continuity RGN is running

About this task

Verify that the Remote Geographic Node (RGN) server is shadowing the active server using the
Business Continuity utility. The System dialog box of the Business Continuity utility displays
system information about the active and the Remote Geographic Node servers.

The dialog box displays the followings information categories:
+ Computer name and operating system version
» Server mode
 Server configuration type
* Port information
* Remote server connection status
* Remote server port information
* License information
» Databases shadowed
» Time of last record shadowed
» Database namespaces
* Local and remote information on system status, shadowing, and network
» CC Application install information
» Database space and journaling information

» Database processes information
Procedure
1. Log on to the active server.
2. On the Apps screen, in the Avaya section, select Business Continuity.

3. In the left pane, expand Configuration.
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Relaunching the Agent Desktop clients

. Select System.

5. Select Get System Configuration.

The most recent system information appears.

. On to the active server, on the Windows taskbar, right-click on the System Management

and Monitoring Component (SMMC) system tray, and select System Information.

The System Information window displays the current status of Business Continuity on the
active server.

. On to the RGN server, on the Windows taskbar, right-click on the System Management

and Monitoring Component (SMMC) system tray, and select System Information. The
System Information window displays the current status of Business Continuity on the RGN
server.

The System Information window displays the current status of Business Continuity on the
RGN server.

Relaunching the Agent Desktop clients

About this task
Relaunch the Agent Desktop clients to pick up the RGN server details.

Procedure

1. Log off and close down all Agent Desktop clients.
2. Launch the Agent Desktop clients. During the launch process, Agent Desktop picks up the

Avaya Contact Center Select active and RGN server settings. If Agent Desktop cannot
communicate with the Avaya Contact Center Select active server, Agent Desktop prompts
the agent to reconnect with the active server or connect to the Avaya Contact Center
Select RGN server.

Verifying Geographic Business Continuity

Before you begin
» Configure Geographic Business Continuity on the active and Remote Geographic Node

Avaya Contact Center Select servers.

 To support Business Continuity resiliency, the Avaya Contact Center Select agents must each

July 2018

have an associated Windows domain user account in the same Windows domain as the
active and RGN servers. Create Avaya Contact Center Select agents with associated
Windows domain accounts. Log these domain-enabled agents in to Agent Desktop. Use
these domain-enabled Avaya Contact Center Select agents to verify Business Continuity
resiliency
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About this task

Verify Geographic Business Continuity by temporarily using the Avaya Contact Center Select
Remote Geographic Node (RGN) server to process contacts.

© Note:

Verify Avaya Contact Center Select Geographic Business Continuity before placing the
system into production.

Procedure

July 2018

1. If you have access to the Avaya Contact Center Select active server, for testing purposes,

temporarily power-down the active server. In a real-world disaster recovery scenario, you
might not have access to the active server.

2. Log on to the Avaya Contact Center Select (ACCS) RGN server.

3. On the Windows taskbar, right-click on the System Management and Monitoring

Component (SMMC) system tray, and select Stop BC System. This isolates the RGN from
the active server.

Start BC System
Stop BC System

System Information
Database Information

Disable Mext Auto Startup

I 12:22
< OBE 17/07/2015

4. On the Apps screen, in the Avaya section, select Business Continuity.
5. Expand Configuration.

6. Double-click Server Mode.

Avaya Contact Center Select Business Continuity 150
Comments on this document? infodev@avaya.com



mailto:infodev@avaya.com?subject=Avaya Contact Center Select Business Continuity

Verifying Geographic Business Continuity

1] Business Continuity = | = -

AVAYA Contact Center Business Continuity

. Main Menu (RGN}

=L Conﬁgur& Server Mode Remote Geographical Node
: % System () NonBC () Active (Campus) Standby I [ ] Temporarily set as non-5C I

() Active (RGM) ® RGN

IP Configuration

Active CLAM |10,134.38.111 RGM CLAM |10,134.38.112

Managed IP Trusted IP

Remote Geographic Mode | 10.134.38.112

SMMC Port Configuration

Local SMMC Port 5712 Remote SMMC Port | 5712

Exit | | Help | | Save

7. Select the Temporarily set as non-BC check box.
8. Click Save.

9. If a Business Continuity message box appears requesting a server reboot, click OK to
reboot the server.

10. On the Windows taskbar, right-click on the System Management and Monitoring
Component (SMMC) system tray, and select Start System.

The Contact Center services on the RGN server begin to start.

11. Using the System Control and Monitor Utility (SCMU), verify that the Contact Center
services on the RGN server start running.
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= System Control and Monitor Utility - |0 -
AVA A Contact Center
System Control and Monitor Utility

| Contact Center | LM | CCMS |cCcMA | cCT | cCMM |

Profile: default
& CCM5_MasterService & TAD NT Maming_Service & EB_Service
& MAS Service Manager NDOLOAM _Service & RDC_Service
& MAS Service Dasmon NCCOAM_Service & HDC_Service
MAS Linkhandler & NITSM_Service & E5_Service
& MAS Fault Manager & HDM_Service & SDP_Service
& MAS Security & CCM5_XMPP_Service & cows
& MAS Event Scheduler & A5M_Service & RSM_Service
& MAS OM Server & CCM5_0AM _CMF_Service @2 1S_Service
& MAS Config Manager & SDMCA_Service & TFABRIDGE_Service
& NENM_Service & TFA_Service & Host Application Integration
& OAM_Service & TFE_Service &} TreBridgeConnector
) NBTSM_Service MLSM_Service MAS Time Service
& AUDIT_Service WSM_Service & CCM5_NBMSM_Service
NINCCAudit_Service @) CCMS_SIP_Service CCMS_UNE_Service
£ [[[] >

|CCMS status: Started

Advanced

Enter password:

Progress

Ready

| Help || Wiew log || Close |

12. When the Contact Center services are running on the RGN server, make a test call into the
Contact Center. Verify that the call is treated and routed to an agent. Verify that the agent
has full call control.

13. On the RGN server, log on to the local RGN CCMA Web interface with Administrator
privileges.

14. On the CCMA Launchpad, select Configuration.
15. In the left pane, right-click on IPOFFICE. and select Refresh Server.
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Reinstating Geographic Business Continuity

AVAYA co“ﬂguratlon Logged in user: Administrator | Logout

Status Launchpad Help

- 4ie) lcc Edit Properties

Properties ~
= CCT Refresh Server
iZ}) CCMu
Type W
Server Name
IP Address
Display Mame
Login |

Password

Port Mumber

This updates the IP Office server with the new RGN CCMA |IP address and ensures that
the Data Synchronization Service with ACCS continues to function.

16. If your solution supports multimedia contacts, send a test email to one of the configured
mailboxes. Verify that Avaya Contact Center Select receives the email and that it is routed
to an agent for processing. Verify that the agent has full multimedia contact control.

17. If you are using Prompt Management in CCMA, log on to CCMA and in the Configuration
section, select Master Content Store for your local RGN Avaya Aura® Media Server.

18. After verifying Geographic Business Continuity, the Avaya Contact Center Select system is
no longer resilient. The current RGN server is not shadowing the current active server. To
make the Avaya Contact Center Select system resilient again, reinstate Geographic
Business Continuity. For more information, see Reinstating Geographic Business
Continuity on page 153.

Reinstating Geographic Business Continuity
About this task

When the root cause of the ACCS active server failure has been addressed, you can reinstate
Geographic Business Continuity resiliency using the following steps.

Procedure

1. On the Remote Geographic Node (RGN), use the System Management and Monitoring
Component (SMMC) system tray to stop the Business Continuity system. This ensures that
the Remote Geographic Node server is not shadowing data from the active server.

2. On the ACCS RGN server, back up all the application databases and the ADMIN
database.

3. On the ACCS active server, restore the RGN database backups.
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4. On the ACCS RGN server, using the Business Continuity configuration utility, clear the
Temporarily set as non-BC check box. This puts the RGN server back into RGN mode. If
a message box appears prompting you to reboot the server, ignore it.

On the active server, open Server Configuration.
Verify that all the information under each tab is correct, and click Apply All.
On the Restart Required message box, click Yes.

After the active ACCS server has started, log on to CCMA. During the first CCMA log on
session, CCMA presents a RGN Information message box requesting confirmation to
change CCMS, CCT, and CCMM server names back to the original active server values.
Click Yes to accept the recommended changes. This CCMA message box is displayed
only once.

© N o o

9. On the active server, log on to the local CCMA Web interface with Administrator privileges.
On the CCMA Launchpad, select Configuration. In the left pane, right-click on IPOFFICE
and select Refresh Server. This updates the IP Office server with the active CCMA IP
address and ensures that the Data Synchronization Service with ACCS continues to
function.

10. After the active server has started, back up the active server databases and restore them
to the RGN server.

11. On the RGN server, open Server Configuration.
12. Verify that all the information under each tab is correct, and click Apply All.

13. On the Restart Required message box, click Yes.

Verifying IP Office voice platform resilience

Before you begin

« If your Avaya Contact Center Select Business Continuity solution is not using an IP Office
resilient system, skip this procedure. If your solution is using an IP Office resilient system,
ensure |P Office resilience is configured.

About this task

Verify that when the IP Office Primary Server fails, Avaya Contact Center Select transitions call
control from the IP Office Primary Server to the IP Office Secondary Server. If the IP Office
Primary Server fails or is stopped, the IP Office Secondary Server continues to process voice
calls.

On startup, the active Avaya Contact Center Select (ACCS) server registers with the IP Office
Primary Server. If the active ACCS server is not able to communicate and register with the IP
Office Primary Server, after a configurable delay, the active ACCS server attempts to register with
the IP Office Secondary Server. You can configure this Registration Switchover Delay using the
ACCS Server Configuration utility.

If your Avaya Contact Center Select solution is not using IP Office resiliency, skip this procedure.
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Verifying IP Office voice platform resilience

© Note:

Verify that your IP Office voice platform is resilient before placing the system into production.

Procedure
1. Log on to the active ACCS server.
2. On the Apps screen, in the Avaya section, select SIP Gateway Management Client.

3. Verify that the active ACCS server is registered with the IP Office Primary Server.

A SGM Management Client = B X
Connaclion
| Transport Status | Censole
Connected to Contact Center Server. 172.18.215.85
Voce Dutbound Proxy
P Par Transport
172.18,215,70 060 TP
AT218.191.65 S0ED TCP
CTl Proxy
[z ) Port Transport
172.18.181.65 50796 TLS
172.18.215.70 50796 TLE
Media Server|s)
1P Port Transport Stale
172 18.215.85 5070 TCF

4. Disconnect the network cable from the IP Office Primary Server.
5. Verify that ACCS agent H.323 phones register with the IP Office Secondary Server.

6. Verify that the IP Office Secondary Server routes customer calls to ACCS and that ACCS
agents can process those customer calls. At this time, the IP Office system is no longer
resilient. The IP Office Primary Server is offline and the IP Office Secondary Server is
processing ACCS contacts. The active ACCS server is now registered with the IP Office
Secondary Server.

July 2018 Avaya Contact Center Select Business Continuity 155

Comments on this document? infodev@avaya.com



mailto:infodev@avaya.com?subject=Avaya Contact Center Select Business Continuity

Geographic Business Continuity configuration

Fa) SGM Management Client
Connaction
[ Transport Status | Console |
Connected to Contact Center Server. 172.18.215.85
Volce Qutbound Proxy
P . Port Transport State
172 18.215.70 5060 TCP
172.18.191.65 ] TCP _
CTI Proxy
P Port Transport | State
172 1B.191.65 0786 LS
mwzan s [
Media Senver(s)
1P | Port Transport State
172 16.215.85 5070 TCP

7. Reconnect the network cable to the IP Office Primary Server.

8. Wait for the IP Office Primary Server to start up. Using IP Office Manager, the traffic light
icon to the left of the IP Office Primary Server is green when it is ready.

=& BOOTP ()

i Operator (3)
-3

g Useri24)

H-f Group(?)
H-8% Shart Code(46)

Summary

Server Editian
Prirmary

= Hardware Installed

J--@ Incarning Call Route
o Directony(l)
£ Time Profile (D)
-l Accaunt Cade(0)
#-§5 User Rights(1my

&5 Location{)
£-%=3 IPO25_Pri

H-ap IPO49_Sec

& Prirmary Server
© Secondary Server IPO43_Sec 10.134.35.188 Bothway

Contral Unit: IPO-Linu-PC
Secondary Server: 10.134.38.188
Expansion Systems: NONE

Systern ldentification: 9fche 187 c3371d2830e8000544dh 1919722739280

Serial Mumber 005056926baa

= Systemn Settings

IF Address: 10.134.38.134
Sub-Met Mask: 255.255.255.0

System Locale: United Kingdom (LU English)

Device D MONE
Mumber of Extensions on Systerm: 14

Mame

Solution

IPO25_Pri

10.134.38.134

Primary Link

Buothway

Open...

Configuration

.
J Systermn Status

?g Woicermail Adrinistration
@ Resilience Administration

* On-boarding
‘.‘? IP Office Web Manager

@ Help

Add...

/‘\ Secondary Server

4 Funansinn Swetern

onfigured  Exten
24 17
21 14
3 3

9. Rehome the agent H.323 phones to the IP Office Primary Server.
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Verifying IP Office voice platform resilience

10. On the ACCS active server, on the Windows taskbar, right-click on the System
Management and Monitoring Component (SMMC) system tray, and select Revert to

Primary IP Office.

Stop System
Revertto Primary IP Office

Launch SCMU
System Information
Database Information

Disable Mext Auto Startup

. 11:34
ciEl:: N2 13/07/2015

The ACCS active server registers with the IP Office Primary Server.

Fal SGM Management Client

Connaction
| Transport Status | Console

Connected to Contact Center Server. 172.18.215.85
Wiokce Outbound Proxy

I Part Transport State
172.18,215.70 S0B0 TP ECT
AT21B8.191.65 EDE0 TCP

CTl Proxy

L 2 _Poit. _ Transport
172.18.181.65 SOTAG TLS
172.18.215.70 50796 TLE

Madia Server|s)
1P 1_:'E|-rl i Tra neport | State

1T 1B.215.85 5070 TGP

11. The IP Office system is now resilient again. The ACCS active server is registered with the
IP Office Primary Server.

July 2018 Avaya Contact Center Select Business Continuity 157

Comments on this document? infodev@avaya.com



mailto:infodev@avaya.com?subject=Avaya Contact Center Select Business Continuity

Geographic Business Continuity configuration

Configuring the external Web Communications server

Before you begin

* Know the custom interface folder names and paths for the web.xml and .jsp files for the
sample Web communications installation.

About this task

If your ACCS solution uses an external Web Communications server, configure the Web
Communications server to communicate with the ACCS active server or the ACCS RGN server.

If the ACCS active server is processing contacts, configure the Web Communications server to
use the ACCS active server.

If the ACCS RGN server is processing contacts, configure the Web Communications server to use
the ACCS RGN server.

You must update for .jsp files with Apache Tomcat. If you use a different servlet engine (for
example, JRun or WebLogic) or a different technology (ASP.NET), you must use the standard
procedures for your environment.
Procedure

1. Log on to your external Web Communications Web server.

2. Open the config file located at C:\xampp\htdocs\Code\include in Notepad or another text
editor.

3. Locate the text string CCMM_MACHINE_NAME and update the ACCS active or the RGN
server name after the =’ sign.

4. Save and close the file.
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Chapter 9: Business Continuity
maintenance

This section describes the procedures you use to maintain Avaya Contact Center Select Business
Continuity.

Patching Avaya Contact Center Select Business
Continuity

Before you begin

* Ensure that you have a standby server license for the server you are patching.

» Ensure both existing Avaya Contact Center Select servers have the same patch level.
About this task

Apply patches to an Avaya Contact Center Select Business Continuity solution to resolve product
issues. Both Avaya Contact Center Select servers must be updated to the same patch level.

To install a Contact Center Feature Pack or Service Pack, you must schedule a maintenance cycle
and restart the contact center. For more information, read the Feature Pack or Service Pack
Readme file.

If shadowing is stopped for more than 24 hours then you must back up the active server database
and restore it onto the standby server before re-enabling shadowing. Ensure that the system clock
time on the Avaya Contact Center Select servers are synchronized.
Procedure

1. Read the patch Readme file.

2. Use the System Management and Monitoring Component (SMMC) utility to stop the Avaya
Contact Center Select active server.

Note: Stopping the ACCS active server stops the ACCS standby or RGN server.
3. Apply the Avaya Contact Center Select patch to the active server.
4. Apply the Avaya Contact Center Select patch to the standby or RGN server.
5. Start the ACCS active server.
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6. When the ACCS active server is running, start the ACCS standby or RGN server.

Starting a Business Continuity active server
About this task

Start the active server using the System Management and Monitoring Component (SMMC)
system tray. Starting the active server starts CCMS, CCT, and system processes.

Procedure
1. Log on to the active server.

2. On the Windows taskbar of the active server, right-click on the System Management and
Monitoring Component (SMMC) system tray, and select Start BC System.

3. To verify that the Contact Center services are running using the System Control and
Monitor Utility (SCMU). Check that the CCMS and CCT services are running.

Starting shadowing on a Business Continuity standby
server

About this task

Start shadowing on the standby server using the System Management and Monitoring Component
(SMMC) system tray.

The standby server shadows the active server, maintaining a near real-time local copy of the
CCMS, CCT, and Administration databases. The standby server is therefore configured with the
most recent data and it can take over from the active server if necessary.

Procedure
1. Log on to the standby server.

2. On Windows taskbar of the standby server, right-click on the System Management and
Monitoring Component (SMMC) system tray, and select Start BC System.

3. To verify that the Contact Center services are running using the SCMU, select Avaya >
Contact Center > Common Utilities > System Control and Monitor Utility. Check that
the CCMS and CCT services are not running.
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Reviewing shadowing
About this task

Review the server status to confirm that the shadowing is occurring between the servers.

Procedure

N o g bk~ 0D =

Log on to the server for which you want to review the switchover status.

On the Apps screen, in the Avaya section, select Business Continuity.

In the left pane of the Business Continuity window, expand Configuration.
Select System.

In the System Configuration panel, locate the shadowing entries.

Confirm the last record of shadowing is within the last minute of the current time.
Click OK.

Stopping Business Continuity on a standby server
About this task

Stop shadowing and disable Business Continuity on a standby server using the System
Management and Monitoring Component (SMMC) system tray.

Procedure

1.
2.

N o o b~ w

Log on to the standby server.

On Windows taskbar of the standby server, right-click on the System Management and
Monitoring Component (SMMC) system tray, and select Stop BC System.

On the Apps screen, in the Avaya section, select Business Continuity.
Expand Configuration.

Double-click Server Mode.

Under Server Mode, select Non BC.

Click OK.

Stopping Business Continuity on an active server
About this task

Stop shadowing and disable Business Continuity on an active server using the System
Management and Monitoring Component (SMMC) system tray.
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Procedure
1. Log on to the active server.

2. On Windows taskbar of the active server, right-click on the System Management and
Monitoring Component (SMMC) system tray, and select Stop BC System.

On the Apps screen, in the Avaya section, select Business Continuity.
Expand Configuration.

Double-click Server Mode.

Under Server Mode, select Non BC.

Click OK.

N o o bk~ w

Disabling Auto Startup on a Business Continuity server
after reboot
About this task

Disable your Business Continuity server from automatically starting services after you reboot the
server.

This procedure applies to both active and standby servers.
Procedure
1. Log on to the active or standby server.

2. On the Windows taskbar of the server, right-click on the System Management and
Monitoring Component (SMMC) system tray, and select Disable Next Auto Startup.

Selecting a startup mode on the standby server after
reboot
About this task

Select a startup mode for your standby server. You can choose from the following options:

 Full BC Startup. If you choose this option, after a system reboot, SMMC starts all services
and starts shadowing the active server.

+ Shadowing Only Startup. If you choose this option, after a system reboot, SMMC does not
start services but starts shadowing the active server.

Procedure

1. Log on to the standby server.
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Re-enabling Business Continuity after stopping services

2. On the Windows taskbar of the standby server, right-click on the System Management and

Monitoring Component (SMMC) system tray, and click Select Standby Auto Startup
Mode.

3. Select Full BC Startup or Shadowing Only Startup.

Re-enabling Business Continuity after stopping services
About this task

This procedure applies only when the Business Continuity state of the active server in the SMMC
system tray is running but with switchovers disabled. This state occurs when you stop a critical
service on the active server using System Control and Monitor Utility (SCMU).

Re-enable Business Continuity to ensure all services are started and your active Business
Continuity server is in running state.

Procedure
1. Log on to the active server.

2. On the Windows taskbar of the server, right-click on the System Management and
Monitoring Component (SMMC) system tray, and select Re-enable BC System.

All services are now started and the active Business Continuity server is in running state.
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Chapter 10: Troubleshooting

This section describes the procedures you use to troubleshoot Avaya Contact Center Select
Business Continuity.

Troubleshoot Avaya Contact Center Select Business Continuity to resolve errors that occur when
the active server does not switch over as expected or when the standby server fails to shadow the
active server.

Troubleshooting Business Continuity
About this task

Troubleshoot Business Continuity resiliency for a pair of Avaya Contact Center Select servers in a
campus solution.

In a campus Business Continuity solution, a CCMS or CCT service failure, hardware, network, or
database failure can initiate a switchover but only in the following situations:

* The active server is in the active mode.

» The active server is running. All the critical CCMS and CCT services are monitored and
running.

* The active server has Enable Switchover enabled.
* The active and standby servers can communicate with the trusted server.

» The active server database and standby server database are synchronized. The standby
server database is shadowing the active server database, and is up to date.

If the Contact Center Administrator uses the Windows Service Control Manager (SCM) to stop a
monitored service on an active server, a switchover occurs. If the Contact Center Administrator
uses the System Control and Monitor Utility (SCMU) to stop a monitored service on an active
server, a switchover does not occur. If a critical service is down or restarts on the active server, a
switchover does not occur.

Business Continuity utility

Configure Business Continuity resiliency for CCMS and CCT using the Business Continuity (BC)
utility in the Database Ultilities. The Business Continuity utility is used to configure which server is
the active and which is the standby server. The BC utility also configures the Managed IP of the
active server.

SMMC system tray
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The Contact Center System Management and Monitoring Component (SMMC) system tray gives
quick access to action items in your Business Continuity environment. The SMMC system tray has
the following main menu options and action items:

 Start BC System

» Stop BC System

+ Disable Switchover
* Enable Switchover
Launch SCMU

+ System Information

» Database Information

Disable Auto Startup

* Re-enable BC System
To access the SMMC system tray menu, right-click the SMMC icon on the Windows taskbar.
Business Continuity utility and SMMC system tray

To commission Business Continuity, use the Business Continuity utility to configure Business
Continuity IP addresses and to configure which server is the active server and which is the
standby server. Then use the System Management and Monitoring Component (SMMC) system
tray to start database shadowing and Business Continuity functionality.

To troubleshoot Business Continuity, use the System Management and Monitoring Component
(SMMC) utility, Windows Events logs, and the System Control and Monitor Utility (SCMU) to
diagnose Business Continuity issues. Then use the Business Continuity utility in to resolve the
diagnosed issues.
Procedure

1. Log on to the active server.

2. On the Windows System Tray, right-click on the System Management and Monitoring
Component (SMMC) system tray icon, and select System Information.

3. Examine the System Information dialog to determine the cause of Business Continuity
related issues.

4. On the Windows System Tray, right-click on the System Management and Monitoring
Component (SMMC) system tray icon, and select Database Information.

5. Examine the Database Information dialog to determine the cause of Business Continuity
related issues.

6. Repeat these steps on the standby or Remote Geographic Node (RGN) server.

Procedure job aid

The following examples are from a functional pair of campus Business Continuity Avaya Contact
Center Select servers.
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Use the System Management and Monitoring Component (SMMC) utility to diagnose Business
Continuity issues. Use the Business Continuity (BC) Utility in the Database Utilities to resolve the
diagnosed issues.

Stop BC System
Manual Switchover
Disable Switchover

Revert to Primary IP Office

Launch SCMU
System Infarmation
Database Information

Disable Mext Auto Startup

11:34
S BY s

Figure 19: Example of using SMMC on a functional active server

In a Business Continuity solution, the SMMC system tray icon displays “A” to indicate that the
server is configured as a Business Continuity active server. You can use SMMC on active server
to perform a Manual Switchover to the standby server.

Stop BC System
Manual Switchover

Launch SCMU
System Information
Database Information

Disable Mext Auto Startup

11:37
s & 5 B ene 13/07/2015

Figure 20: Example of using SMMC on a functional standby server

In a Business Continuity solution, the SMMC system tray icon displays “S” to indicate that the
server is configured as a Business Continuity standby server. The standby server has different
SMMC system tray menu options to the active server.

You can use SMMC system tray to display system and database information, and to diagnose
Business Continuity related issues.
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=

System Information 2015-07-13 11:32:08

5G|

General information

local ip:

local mode:

local phase:

local state:

Is BC Provisioned:

managed ip:
trusted ip:
rgn ip:

remote ip:

10.134.38.111

Provisioned:-Active, Runtime: Active
Running

Active Running

Yes

10.134.38.124
10.134.38.254
(Y

10.134.38.112

remote mode: Standby
remote phase: Running
remote state: Standby Running

BC cluster switchover allowable variable information

local system BC provisioned: Yes

local system in running state: Yes

local system space connection established: Yes

local system comms establisned with remote system: Yes
local system all critical services running: Yes

local system not in BC disabled state: Yes

local system switchover enabled: Yes

lecal system BC tully licensed: Yes

remaote system BC provisioned: Yes

remote system comms established with local system: Yes
remote system not in BC disabled state: Yes

remote system db synced: Yes

Figure 21: Example of a functional Business Continuity active server System Information dialog

Examine the System Information dialogs on the active server and standby server dialogs to
ensure they mirror each other. The Trusted IP address and Managed IP address must be the
same on both servers. Examine the “General Information” section to ensure that your Business
Continuity solution is configured correctly, and to determine why Business Continuity last stopped.
When in Stopped state, System Information displays a “Local last known stop reason”.

On the active server, examine “local system switchover enabled” to confirm that switchover is
supported and enabled.

On the active server, examine “local system all critical services running” to confirm that all the
necessary services are running. If any critical service is not running, use the System Control and
Monitor Utility (SCMU) to investigate further.
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[ System Information 2015-07-13 11:33.01

General information

local ip:

local mode:

local phase:

local state:

local shadow state:

Standby Auto Startup Mode:

10.134.38.112

Provisioned:Standby, Runtime: Standby
Running

Standiy Running

Running

Full HABC

Is BC Provisioned: Yes

managed ip: 10.134.38.124
trusted ip: 10.134.38 254
rgnip: Nia

remote ip: 10.134.38.111
remote mode: Active
remote phase: Running
remote state: Active Running

Database shadow information

db shadow status: processing
db shadow checkpoint: 5
db shadow has open transactions: Yes
db shadow latency: O
db shadow errors: 0

BC cluster switchover allowable variable information

local system BC provisioned: Yes

local system comms established with remote system: Yes
local system not in BC disabled state: Yes

local system db synced: Yes

remote system BC provisioned: Yes

remote system in running state: Yes

remote system space connection established: Yes
remote system comms established with local system: Yes
remote system all critical services running: Yes

remote system not in BC disabled state: Yes

remote system switchover allowed: Yes

remote system BC fully licensed: Yes

Figure 22: Example of a functional Business Continuity standby server System Information dialog

The standby server system information dialog displays Database Shadowing information. Examine
the “Database shadow information” section to determine if the network in your Business Continuity
solution is causing shadowing issues.

Examine “local system comms established with remote system” to confirm that the SMMC on
the standby server can communicate with the SMMC on the active server, and vice versa.
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Troubleshooting when shadowing fails to start
About this task

You must backup the active server database, restore it onto the standby server, and enable
shadowing within 24 hours. If the difference in time between the active and standby server
database content is greater than 24 hours then database shadowing does not work. If shadowing
is stopped for more than 24 hours then you must backup the active server database and restore it
onto the standby server before re-enabling shadowing. Ensure that the system clock time on the
active and standby servers are synchronized.

Procedure

1. Use the Database Maintenance utility to make a new backup of the active server database.
2. Use the Database Maintenance utility to restore the database to the standby server.
3. Re-commission Business Continuity on the standby server.

4. Use the Business Continuity utility to enable shadowing.

Troubleshooting when SMMC fails to start
About this task

The Contact Center System Management and Monitoring Component (SMMC) system tray gives
quick access to action items in your Business Continuity environment.

To access the SMMC system tray menu, right-click the SMMC icon on the Windows taskbar. The
SMMC system tray is a graphical interface for the underlying SMMC system. If the SMMC system
fails or stops, the SMMC system tray can display a “No connection to SMMC” message. You can
use the SMMC system tray menu to restart the SMMC system.

Procedure
1. Log on to the server.

2. On the Windows System Tray, right-click the System Management and Monitoring
Component (SMMC) system tray icon, and select Start SMMC.

Troubleshooting when services fail to start
About this task

The active and standby servers use a Trusted IP address to verify network connectivity. If the
active server cannot communicate with the standby server it attempts to communicate with the
Trusted IP address. If the active server cannot communicate with the Trusted IP address on
startup then no Contact Center services start on that server.
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Avaya recommends that you use the IP address of some part of your IT infrastructure that is
always available to respond to a ping request, as the Trusted IP address.

Procedure

Verify the active and standby servers can communicate with the Trusted IP address.

Troubleshooting shadowing failures

About this task

Troubleshoot when the standby server does not shadow the active server. The standby set of
Avaya Contact Center Select applications monitors and shadows the active applications in the
system and does not process calls.

Procedure

1.

Verify that the standby server is installed exactly the same as the active server. The
standby and active servers must have the exact same patch level and the same hard disk
drive partitions.

. Verify that the Cache service is running on the standby server.

3. Verify that you have installed a standby server license to enable Business Continuity.

. Verify that the standby server can communicate with the active server by name and IP

address.

. Verify that you can ping the Managed IP address of the active server from the standby

server and from a client computer.

. Verify that the static IP address of the active and standby servers are configured correctly

in the Business Continuity configuration utility.

Ensure that the standby server is configured exactly the same as the active server. Backup
the active server database and restore this database onto the standby server.

8. Verify that both the active and standby servers can ping the Trusted IP address.

9. Examine the Windows Event Viewer on the active and standby servers for Business

Continuity, network, or Contact Center-related error messages.

Troubleshooting switchover failure
About this task

Troubleshoot when the active server does not switch over to the standby server. Each active and
standby pair of applications forms a resilient or replication pair. If any of the active applications fail,
the standby applications recognize the failure and start processing contacts.
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Procedure

. Verify that the standby server can shadow the active server.
. Verify that the switchover check box on both servers is selected.

. Verify that the standby server is installed exactly the same as the active server. The

standby and active servers must have the exact same patch level and the same hard disk
drive partitions.

. Verify that you have installed a standby server license to enable Business Continuity.

5. Verify that the standby server can communicate with the active server by name and IP

July 2018

address.

. Verify that you can ping the Managed IP address of the active server from the standby

server and from a client computer.

. Verify that the static IP address of the active and standby servers are configured correctly

in the Business Continuity configuration utility.

Ensure that the standby server is configured exactly the same as the active server. Backup
the active server database and restore this database onto the standby server.

. Verify that both the active and standby servers can ping the Trusted IP address.

Examine the Windows Event Viewer on the active and standby servers for Business
Continuity, network, or Contact Center related error messages.
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Glossary

Active server

Business Continuity

Campus

IP Office Resilience

Managed IP address

Remote Geographic
Node

Standby server

July 2018

The Avaya Contact Center Select server in the solution that processes
customer contacts and records statistical information.

Business Continuity is the name of an Avaya Contact Center Select
(ACCS) licensed feature. ACCS solutions that support Business
Continuity have two ACCS servers. One server, called the active server,
processes customer contacts. The other ACCS server (Standby or
Remote Geographic Node) shadows the active server. If the active server
fails, the other ACCS server takes over contact processing. This feature
therefore provides ACCS redundancy, data resiliency, and disaster
recovery.

A single network subnet, physical location, and Windows domain that
contains the Avaya Contact Center Select active and standby servers.

Resilience is the name of an IP Office solution feature. In solutions with
an IP Office Primary Server and an IP Office Secondary Server, you can
enable the IP Office Resilience feature. The IP Office solution can use the
IP Office Secondary Server for redundancy or for shared resource
resilience.

If the IP Office Primary Server fails or is stopped for maintenance, the IP
Office Secondary Server automatically continues to process voice calls.

A Managed IP address is a virtual IP address that is attached to a
Network Interface Controller (NIC) on the currently active server of a
solution. In the solution, the server hosting the Managed IP address can
change, but the Managed IP address remains constant. This allows client
applications that connect to the solution using the Managed |IP address to
continue functioning irrespective of which solution server is currently
active.

The standby server located in a different network subnet or remote
geographic location outside of the campus location.

The standby server shadows the active server. If the active server fails or
is stopped for maintenance, the standby server can take over and
process customer contacts.

Avaya Contact Center Select Business Continuity 172
Comments on this document? infodev@avaya.com



mailto:infodev@avaya.com?subject=Avaya Contact Center Select Business Continuity

Switchover

Voice platform

July 2018

Switchover

If the active server fails or is stopped for maintenance, the standby server
in the ACCS solution starts up and begins to process customer contacts.
This managed transition from the active server to the standby server is
called a switchover.

In a Campus Business Continuity solution, the switchover is automatic.

In a Geographic Business Continuity solution, the switchover requires
manual intervention.

The phone switch, typically used by a business to service internal phone
needs. A phone switch usually offers more advanced features than are
generally available on the public network. Also known as a private
automatic branch exchange (PABX) private branch exchange (PBX).

In Avaya Contact Center Select solutions, the voice platform is IP Office.
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